Learning boosts the decoding of sound sequences in rat auditory cortex

Dan Luo, Kongyan Li, HyunJung An, Jan W. Schnupp, Ryszard Auksztulewicz

Abstract

Continuous acoustic streams, such as speech signals, can be chunked into segments containing reoccurring patterns (e.g., words). Noninvasive recordings of neural activity in humans suggest that chunking is underpinned by low-frequency cortical entrainment to the segment presentation rate, and modulated by prior segment experience (e.g., words belonging to a familiar language). Interestingly, previous studies suggest that also pri-mates and rodents may be able to chunk acoustic streams. Here, we test whether neural activity in the rat auditory cortex is modulated by previous segment experience. We recorded subdural responses using electro-corticography (ECoG) from the auditory cortex of 11 anesthetized rats. Prior to recording, four rats were trained to detect familiar triplets of acoustic stimuli (artificial syllables), three were passively exposed to the triplets, while another four rats had no training experience. While low-frequency neural activity peaks were observed at the syllable level, no triplet-rate peaks were observed. Notably, in trained rats (but not in passively exposed and naïve rats), familiar triplets could be decoded more accurately than unfamiliar triplets based on neural activity in the auditory cortex. These results suggest that rats process acoustic sequences, and that their cortical activity is modulated by the training experience even under subanesthesia.

1. Introduction

Chunking of auditory input streams is an essential aspect of auditory perception for human and non-human listeners alike. It is thought that the mammalian auditory system discovers the appropriate rules for segmenting sound sequences from observing statistical regularities in its auditory inputs (Dehaene et al., 2015). Developmental studies in humans have shown that infants could discriminate transitional probabilities in auditory sequences after brief passive exposure to statistically regular stimulus streams (Saffran et al., 1996), which suggests that chunking might be a relatively automatic process and a likely precursor of language acquisition (Romberg and Saffran, 2010; Wilson et al., 2017). Noninvasive recordings of neural activity in humans (Ding et al., 2015, 2017) have identified plausible correlates of auditory chunking, relying on the entrainment (phase-synchronization) of cortical activity to distinct time scales of speech streams (monosyllabic words, two-word syntactic phrases, and longer sentences). Crucially, the neural entrainment to speech streams was modulated by the participants’ familiarity with the language in which speech was presented. While these results provide a robust neural correlate of the human ability to segment speech streams, it is unknown whether animals could use similar chunking mechanisms to process familiar stimulus sequences.

In nonhuman primate models, sequence processing has typically been studied using artificial grammar paradigms and focused on cross-species comparisons. In the auditory domain, neural oscillatory signatures of sequence learning in the auditory cortex have been shown to be largely conserved between macaques and humans (Kikuchi et al., 2017), although unlike in the human studies (Batterink and Paller, 2019; Ding et al., 2015), the low-frequency entrainment effects were not frequency-specific to the stimulus presentation rates used in the artificial grammar sequences. Behavioral studies identified differences between species. For instance, Jiang et al. (2018) demonstrated that macaques could learn center-embedded relationships, such as ABC/CBA, in visuospatial sequences after extensive training, while human infants were sensitive to such artificial grammar structures after only brief exposure. In an earlier study (Wilson et al., 2013), macaques could differentiate more complex auditory artificial grammar structures relative to morse codes, which could detect only simple structure violations, e.g., based...
on the first position in a sequence.

In rodents, the evidence for learning temporal regularities based on stimulus sequences is mixed. While one earlier study suggested that rats cannot extract abstract rules from stimulus sequences but are sensitive to the statistical co-occurrence of elements within the sequence (Toro and Trobalon, 2005), another study (Murphy et al., 2008) found that rodents can be trained to learn abstract rules from stimulus sequences and transfer them to new stimuli. Moreover, Bale et al. (2017) found that mice could be trained to discriminate tactile temporal sequences based on stimulus order only. Another study (Gavornik and Bear, 2014) provided electrophysiological evidence of sequence learning in awake mice, namely that the primary visual cortex of trained (but not naïve) animals showed larger evoked responses and higher peak firing rates for familiar vs. unfamiliar visual sequences. These results suggest that cortical neural activity of rodents could be shaped by previous experience of (visual) sequences. However, whether similar effects generalize to the auditory modality, and to what extent animals need to be trained to show sensitivity to sequences, remains unclear.

Here, we recorded neural activity in response to auditory sequences in anesthetized rats (N = 11). Prior to recording, the animals were split into three groups: a trained group was familiarized with syllable sequences using operant conditioning; a passive group received passive exposure to the same sequences; finally, a naïve group did not receive any exposure to these sequences. Using ECoG recordings from the auditory cortex, we quantified neural entrainment to segments of different lengths (syllables and triplets), tested whether entrained signals can be found in cortical responses of anesthetized rats, and whether they can be modulated by either active or passive auditory experience. Finally, using multivariate decoding of acoustic segments based on spatiotemporal patterns of neural activity, we tested whether stimulus decoding is modulated by prior experience. In this manner, we were able to identify a new neural signature of acoustic stream segmentation in anesthetized rodents.

2. Materials and methods

Eleven female Wistar rats were used in this study. The hearing threshold of all rats was normal, as confirmed by auditory brainstem response (ABR) recordings. Rats in the training group (n = 4) started behavioral training at 8 weeks of age, and once they finished training, they were subject to ECoG recordings. Another, passive group of rats (n = 3) was exposed to prolonged continuous acoustic stimulation prior to ECoG recordings, without any additional training. Finally, a group of naïve rats (n = 4) without any training experience were only subject to ECoG recordings. The mean age (±SD) at the time of ECoG recordings was 28.58 ± 7.83 weeks, and the weight 306.36 ± 43.36 g. All experimental procedures were approved by the Animal Research Ethics Sub-Committee of the City University of Hong Kong under the animal license No. (17–76) in DH/SHS/8/2/5 Pt.1.

Artificial acoustic syllables selected from a database of Consonant-Vowel syllables (Ives et al., 2005) were used in behavioral training and subsequent recordings (see Fig. 1A). The speech syllables were analyzed and resynthesized by an open-source vocoder, STRAIGHT (Kawahara, 2006) for MATLAB R2018b (MathWorks), to match the stimulus onset and duration of all syllables (531 ms) and shift the fundamental frequency and formant scalar of each CV syllable upward 1 octave to match the optimal rat hearing range (Kelly and Masterton, 1977).

Animals in the trained group performed two-alternative-forced-choice behavior tasks using drinking water as a positive reinforcer. The equipment and task were adapted from (Li et al., 2019). Behavioral training consisted of three separate training stages: a syllable learning stage (training rats to discriminate entire syllables and scrambled syllables), a triplet learning stage (to discriminate entire triplets and scrambled triplets), and a triplet discrimination training stage (to discriminate familiar triplets and novel unfamiliar triplets). In the first two stages (Fig. 1B), we used four syllable triplets as “familiar” stimuli (/pisore/, /gusima/, /dazolu/, /pekina/) and scrambled stimuli as “unfamiliar” stimuli (generated by epoching the waveform of each syllable into 10 segments of equal length, and shuffling the segments; Fig. 1A). In the third and final training stage, we used the same four syllable triplets as “familiar” stimuli and other syllable triplets (e.g., /gukewo/) as “unfamiliar stimuli”. Once the performance of animals in a particular training stage approached 75% accuracy, they progressed to the next stage. Rats performed approximately 300 trials per session and one session per day. The total duration of training was 33.15 ± 0.52 weeks (mean ± SD). To test whether this ability could transfer to novel stimuli, three animals were tested in a behavioral session using familiar stimuli and previously unheard unfamiliar stimuli.

Animals in the passive group were exposed to continuous presentation of “familiar” triplets (/pisore/, /gusima/, /dazolu/, /pekina/) for 24 h immediately prior to the electrophysiological recordings. Triplets were presented in a random order through loudspeakers at 80–85 dB in a sound-attenuated box. No further behavior or task was required.

In this manner we created three cohorts of rats. The trained group had experienced the target syllable triplets as reinforced stimuli, the passive exposure group had been exposed to the target triplets for 24 h, and the naïve group had no experience at all of the target triplets. All three groups were then subjected to identical electrophysiological recordings. There were two conditions in the ECoG experiment, delivered in separate trials. The order of the trials was randomized across rats. In the first (familiar) condition, each trial contained a 35 s long auditory right side) triplets rather than single syllables. (C) Behavioral performance of individual rats during training. The grey dots denote the training results of each training session (d-prime values) and the pink dots represent the test results (d-prime values) in the testing session. Performance of all rats was above chance level (bootstrapped, all p < 0.05), and three out of four rats which approached 70% accuracy in the triplet learning stage also performed significantly above-chance in the test session (chance level: d’ = 0, bootstrapped, p < 0.05).
stimulus, composed of 20 familiar triplets (4 triplets, each with 5 repeats, presented in a random order) with no gap between triplets, padded with a 1.5 s silence at the onset and offset of each trial. In the second (unfamiliar) condition, triplets were modified to form unfamiliar sequences the rats had never heard before. Unfamiliar triplets were generated by (1) replacing the middle syllable with another familiar syllable (taken from another triplet), or (2) replacing the middle syllable with an unfamiliar syllable (never heard before), or (3) switching the order of the middle and final syllables, or combinations thereof. Each rat was exposed to 60 familiar stimulus trials and 60 unfamiliar stimulus trials.

After anesthetic induction and ABR recordings, a 4 × 5 mm craniotomy was performed, extending from 0 to 4 mm ventral from the temporal edge and 0–5 mm posterior from the Bregma, to expose the right temporal lobe, and the dura matter was carefully removed. Electrophysiological data were recorded by an 8 × 8 rodent ECoG electrode grid at a sampling rate of 24,414 Hz, acquired and amplified by Tucker-Davis Technologies (TDT) RZ2 Bioamp Processor and TDT PZ5 Neuro-Digitizer, and controlled by the BrainWare software. While in the present study we recorded responses from both primary and secondary auditory cortical fields, we did not acquire data allowing for channel mapping into separate regions. Auditory stimuli were delivered by a TDT RZ6 multiprocessor sampling at 48,828 Hz and presented by a custom-made earphone with a flat frequency response (calibrated by a GRAS 46DP-1 microphone). Continuous ECoG data were first band-pass filtered between 0.1 and 48 Hz using a 6th order two-pass Butterworth filter, and then downsampling to 150 Hz. To emphasize signal components which increase neural response repeatability across stimuli, we epoched the data into segments corresponding to a single triplet presentation and denoised the epoched data using the Dynamic Separation of Sources toolbox (de Cheveigné and Simon, 2008).

3. Results and discussion

First, over multiple training sessions, the performance of all trained animals (n = 4), quantified as the sensitivity index d’, was significantly above chance level (see Fig. 1C and Table 1, one sample t-test, all p < 0.05). This result indicates that all trained animals could differentiate the familiar triplet stimuli from the unfamiliar control stimuli during the training sessions. The test result showed that the performance (d’) of all tested animals (n = 3) was above chance (bootstrap, p < 0.001), implying that animals did learn the familiar triplets in one context, and could recognize them when presented among different, unfamiliar triplets in another context. One remaining trained rat was not tested as it did not achieve 70% accuracy in the triplet training sessions which we had set as a criterion for concluding the training, but the performance during training was still above chance (see Table 1). In the present study, to maintain the novelty of the unfamiliar triplet stimuli used in subsequent electrophysiological recordings, we did not expose rats to the same unfamiliar triplets during the training. While rats could only respond after sound sequence offset, we cannot exclude the possibility that they performed the task by memorizing parts of the triplets, instead of learning entire triplets. However, for the purpose of this study it was sufficient to ensure that the trained and the passive exposure group had extensive opportunity to become familiar with the sound sequences used in subsequent recordings.

To test whether previous findings in humans – namely that familiarity with sound sequences yields spectral peaks in neural activity at rates specific to the duration of those sequences (Ding et al., 2015) – generalize to animal models, we analyzed the ECoG signals in the frequency domain (Fig. 2A). We calculated the Fourier power spectrum values of the continuous ECoG signals and normalized each power spectrum by dividing the power estimate for each frequency point within the 0.25–2.5 Hz range by the sum of all power estimates in this range. We observed that, across all rats, the spectral peaks for the syllable rate (1.88 Hz) were significantly higher than for the neighboring frequencies (Fig. 2AB; Wilcoxon sign rank tests; Zfamiliar = 2.934, Pfamiliar = 0.003; Zunfamiliar = 2.934, Punfamiliar = 0.003). While triplet rate peaks were nominally higher relative to neighboring frequencies, reflecting minor peaks in the stimulus spectrum (Fig. 2C), this effect was weak and did not survive Bonferroni correction for multiple comparisons across the four tests (Zfamiliar = 2.045, Pfamiliar = 0.041, Zunfamiliar = 2.401, Punfamiliar = 0.016). Furthermore, no differences in the triplet rate peaks were observed between groups (pairwise Wilcoxon rank sum tests between trained, naïve, and passive groups: all p > 0.2), suggesting that there were no training-specific spectral signatures in our sample of anesthetized rats. It should be noted that while some earlier studies in humans (Batterink and Paller, 2019) suggested that low-frequency spectral peaks can be observed without attention, other studies demonstrated that diverted attention (Ding et al., 2018) and sleep (Makov et al., 2017) disrupt the neural correlates of acoustic chunking. Therefore, it cannot be ruled out that the animals’ state might have influenced the amplitude of spectral peaks, and future studies should test whether performing neural recordings in awake animals could uncover stronger signatures of neural entrainment to the sequence presentation rate.

Next, we turned to the analysis of neural signals in the time domain. We applied a principal component analysis to the denoised data after concatenating data across all animals and trials, and retained the first component (explaining 52.96% of the variance). Then, we segmented the data into epochs, separately for each animal, trial, and triplet. Based on the segmented data, we calculated the average root-mean-square (RMS) amplitude over 20 triplets, separately for each trial and time point. Here we found that the response waveforms of ECoG responses were quite diverse across rats, and there was no consistent difference in responses to familiar and novel stimuli between trained, passive, and naïve animals. Specifically, a repeated-measures ANOVA was conducted to compare the single-trial RMS values of time courses between conditions (familiar vs. unfamiliar) and groups (trained vs. naïve). In the ANOVA, neither the main effect of condition (all p > 0.05, FDR-corrected across time points) nor a significant interaction between group and condition was observed (all p > 0.05, FDR-corrected). However, we observed a significant main group effect at all three syllables (all F2,1298 > 10.826, all p < 0.05, FDR-corrected), indicating that acoustic training had modulated the overall neural responses to sound stimuli. Furthermore, we compared the RMS amplitude curves separately for each animal between the two conditions (familiar vs. unfamiliar; Fig. 3) and found significant differences at the second and third syllable positions in all animals except one (t-test, all p < 0.05, FDR-corrected across time points). Still, the direction of these differences

<table>
<thead>
<tr>
<th>Table 1 Behavioral training information and results of all animals.</th>
<th>Total Session No.</th>
<th>Trial No./Session (Mean ± SD)</th>
<th>Accuracy (%) (Mean ± SD)</th>
<th>Significance (P-value)</th>
<th>T-values</th>
<th>df</th>
<th>Accuracy in Test Session (%)/Trial No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rat #1</td>
<td>127</td>
<td>287.42 ± 97.02</td>
<td>64.14 ± 5.39</td>
<td>P &lt; 0.0001</td>
<td>29.54</td>
<td>126</td>
<td>62.54/289</td>
</tr>
<tr>
<td>Rat #2</td>
<td>123</td>
<td>303.08 ± 93.77</td>
<td>61.88 ± 5.26</td>
<td>P &lt; 0.0001</td>
<td>25.02</td>
<td>122</td>
<td>64.88/197</td>
</tr>
<tr>
<td>Rat #3</td>
<td>118</td>
<td>235.34 ± 91.54</td>
<td>57.03 ± 6.05</td>
<td>P &lt; 0.0001</td>
<td>12.62</td>
<td>117</td>
<td>56.58/239</td>
</tr>
<tr>
<td>Rat #4</td>
<td>112</td>
<td>260.02 ± 89.33</td>
<td>50.86 ± 4.13</td>
<td>P = 0.029</td>
<td>2.02</td>
<td>111</td>
<td>Nil</td>
</tr>
</tbody>
</table>
was not consistent across syllables and rats (as evident from the lack of the main effect of condition in the repeated-measures ANOVA), indicating that average neural responses to familiar and unfamiliar stimuli were heterogeneous in our sample (An et al., 2021). Thus, unlike previous findings (Sanders et al., 2002, 2009), showing that a larger N1 amplitude of the EEG response at the first-syllable position in human subjects after familiarization may be a neural correlate of auditory chunking, in the present study we did not observe consistent amplitude differences or peaks in the time course analysis. While this suggests that the neural responses averaged over the entire AC region are not a sensitive measure of prior experience with familiar sequences, it does raise the possibility that sequence familiarity might instead affect more fine-grained population responses, accessible through multivariate analyses.

To determine whether stimuli can be decoded from neural activity, and whether stimulus familiarity affects decoding, we quantified the relative multivariate Mahalanobis distance (dissimilarity; Ledoit and Wolf, 2004) between spatial patterns of neural responses to different familiar and unfamiliar stimuli. In the first step, we calculated the RMS over time points of the ECoG amplitude for each channel, stimulus (i.e., each triplet), syllable, and rat. Then, per stimulus type (familiar vs. unfamiliar), syllable, and rat, we used a leave-one-out cross-validation method to calculate the single-trial Mahalanobis distance values between the vector of RMS amplitudes concatenated across channels for a particular trial, and four vectors of average RMS amplitudes (averaged across the remaining trials, separately for each of the four triplets) concatenated across channels. The single-trial decoding estimate was calculated as a difference between (1) the dissimilarity between RMS amplitudes observed in this trial vs. other trials of the same stimulus, and (2) the average dissimilarity between RMS amplitudes observed in this trial vs. other stimuli. These single-trial decoding estimates were averaged across trials, separately for each stimulus type (familiar vs. unfamiliar), syllable, and rat. Finally, per syllable and rat, we calculated a ratio between the averaged decoding estimates for familiar vs. unfamiliar stimuli. These ratios were compared between trained, passive, and naïve rats, separately for each syllable.

As expected, no difference between trained, passive, and naïve animals was observed for the first syllable (permutation tests; trained vs. naïve: p = 0.301; trained vs. passive: p = 0.192; passive v. naïve: p = 0.337; Fig. 4), since the first syllables were physically identical in both types of triplets. At the second syllable, while we did not find evidence for a consistent, significant difference between groups (trained vs. naïve:...
presentation rate) are not detectable in the neural activity of typically observed in humans (low-frequency entrainment to sequence neural sensitivity to sequences in rodents, although the neural correlates sequences.

from neural activity also in the context of learning temporally extended frequency (David et al., 2012; Fritz et al., 2005). Here, we show that extensive behavioral training and recordings in awake animals to the remaining groups (trained vs. naïve: p = 0.002; passive vs. naïve: p = 0.240; Fig. 4).

Importantly, in our study the decoding boost was observed in neural activity recorded during post-training anesthesia. While one previous study in cats has identified rapid effects of passive exposure to visual stimuli to decoding unfamiliar stimuli (decoding ratio, including 95% confidence intervals, above 1 for all trained animals; Fig. 4). Our results are also consistent with a previous study in humans (Batterink et al., 2015), in which familiarity effects were strongest on the late/final sequence elements, and were specifically improved by previous extensive training, but not by passive exposure. Importantly, in our study the decoding boost was observed in neural activity recorded during post-training anesthesia. While one previous study in cats has identified rapid effects of passive exposure to visual sequences (movies with natural scenes) on cortical activity under anesthesia (Yao et al., 2007), most studies in animal models used extensive behavioral training and recordings in awake animals to identify the behavioral and/or neural correlates of sequence processing (Bale et al., 2017; Gavornik and Bear, 2014; Homann et al., 2017; Murphy et al., 2008). However, given a recent study based on single-neuron recordings in the auditory cortex of awake mice (Libby and Buschman, 2021), in which neural signatures of passive sequence learning were shown to gradually increase over several days, it cannot be ruled out that decoding would also have been observed in our passive group after more extensive exposure. Nevertheless, the effect of prior training on shaping the neural responses to familiar stimuli under anesthesia is consistent with earlier findings in rats that training-induced receptive field plasticity shifts the sensitivity of neuronal populations in the auditory cortex toward the reinforced sound frequency (David et al., 2012; Fritz et al., 2005). Here, we show that learning experience boosts the ability to decode stimulus-related information from the spatial pattern of neural activity in the auditory cortex, even under anesthesia. Future studies should test the behavioral relevance of these signals by relating the neural activity to behavioral responses in awake and behaving animals.
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