SPEAKING AND GESTURING GUIDE EVENT PERCEPTION

Supplementary Material
Details of model fitting for the Growth Curve Analyses
In the growth curve analyses, orthogonal polynomial growth functions were included as fixed effects in addition to the fixed effect of the group-level factor for that analyses (i.e., task, type of path encoding in speech, and type of path encoding in gesture). We started modelling time course with the linear (first-order) growth function, and added higher order polynomial growth functions stepwise to the model using forward fitting. Based on a visual inspection of the data we decided to fit growth functions up to the quartic (fourth-order) polynomial. For each added growth function, we checked whether model fit was improved as indicated by a significantly lower value for the Aikake Information Criterion based on a chi-square test of the change in -2 restricted log likelihood compared to the model without that growth function. We also plotted the raw data and the predicted values for the model to visually inspect model fit. Once the best fitting model was established, random effects structure was determined by adding fixed factors that varied within participants or items as random slopes. The details of the best fitting model for each analysis is presented below. 

Eye movements in linguistic vs. non-linguistic tasks
The initial model included the fixed effects of task and linear time term. Adding the quadratic (2 (2) = 117.27, p < .001), cubic (2 (2) = 7.82, p = .02), and quartic (2 (2) = 13.74, p = .001) time terms improved model fit. Adding the time terms as random slopes for subjects and/or items resulted in failure in model convergence, so the random effects structure included only random intercepts for subjects and items. 
Formula in R for the best fitting model:
logpropfix_diff ~ task*(poly1+poly2+poly3+poly4) + (1|pp) + (1|stim)

Figure SM1.
Log transformed proportion of path minus manner fixations across linguistic and non-linguistic tasks. Error bars indicate standard error of participant means. Straight lines show predicted values from the best-fitting model. 
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Eye movements across different types of path encoding in speech
The initial model included the fixed effects of type of path encoding in speech and linear time term. Adding the quadratic term improved model fit (2 (2) = 74.31, p < .001). The model that included the interaction between path encoding in speech and the cubic term (i.e., path_type * (poly1+poly2+poly3)) did not fit the data better (2 (2) = 7.04 , p = .071). However, the model that only included the fixed effect of the cubic term (i.e., path_type * (poly1+poly2)+poly3) did improve model fit (2 (1) = 6.87, p = .009) and so did the model that included only the fixed effect of the quartic term (2 (1) = 5.01, p = .025).  Adding the time terms as random slopes for subjects and/or items resulted in failure in model convergence. So, the random effects structure included only random slopes for type of path encoding in speech by subjects and items.
Formula in R for the best fitting model:
logpropfix_diff ~ path_type*(poly1+poly2)+poly3+poly4+ (1+path_type|pp) + (1+path_type|stim)
Figure SM2.
Log transformed proportion of path minus manner fixations across types of path encoding in speech. Error bars indicate standard error of participant means. Straight lines show predicted values from the best-fitting model. 
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Eye movements in relation to path encoding in gesture
The initial model included the fixed effects of type of path encoding in gesture and linear time term. Adding the quadratic (2 (2) = 42.14, p < .001) and cubic terms (2 (2) = 11.05, p = .004) improved model fit. However, adding the quartic term did not (2 (2) = 5.53, p = .063). The model that only included fixed effect of the quartic effect (i.e., gesture_type*(poly1+poly2+poly3)+poly4) also did not fit the data better (2 (1) = 3.63, p = .057).  Models with random slopes for time terms failed to converge, so the random effects structure only included random slopes for type of path encoding in gesture by subjects and items. 
Formula in R for the best fitting model:
logpropfix_diff ~ gesture_type*(poly1+poly2+poly3) + (1+gesture_type|pp) + (1+gesture_type|stim)
Figure SM3.
Log transformed proportion of path minus manner fixations across types of path encoding in gesture. Error bars indicate standard error of participant means. Straight lines show predicted values from the best-fitting model. 
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Eye movements in relation to path encoding in gesture after controlling for path encoding in speech
Since the data from the previous model was analyzed for a second time with an additional covariate, we used a Bonferroni correction on the alpha level for multiple comparisons. The corrected alpha level was .025 (calculated by dividing the alpha level of .05 by 2, i.e., number of comparisons). This correction does not result in any changes for the statistically significant effects reported in the previous model either. 
The model included the best-fitting model reported in the last analysis plus the fixed effect of type of path encoding in speech. Because the previous analysis focused only on trials in which path and manner were both mentioned in speech, the fixed effect of path encoding in speech had only 2 levels: path encoding in post-positional phrase (contrast coded as -1/2) and path verb (contrast coded as 1/2). The random effects structure remained the same as the previous model (i.e., included random slopes for type of path encoding in gesture by subjects and items). Adding the fixed effect of type of path encoding in speech improved model fit compared to the previous model that did not include this fixed effect (2 (8) = 26.94 p < .001). 
Formula in R for the model:
logpropfix_diff ~ gesture_type* path_type*(poly1+poly2+poly3) + (1+gesture_type|pp) + (1+gesture_type|stim)
[bookmark: _GoBack]Parameter estimates from the model. p-values that are critical to the analysis are in boldface.

	Fixed Effect
	Estimate
	S.E.
	t
	p-value

	(Intercept)
	-0.166
	0.051
	-3.271
	0.002

	Gesture Type [None vs. Path]
	-0.033
	0.079
	-0.413
	0.682

	Path Encoding [PP vs. Verb]
	-0.023
	0.026
	-0.877
	0.381

	Linear Time
	-0.224
	0.033
	-6.744
	<0.000

	Quadratic Time
	-0.171
	0.033
	-5.155
	<0.000

	Cubic Time
	-0.014
	0.033
	-0.413
	0.680

	Gesture Type x Path Encoding 
	-0.082
	0.051
	-1.617
	0.106

	Gesture Type x Linear Time
	0.155
	0.066
	2.338
	0.019

	Gesture Type x Quadratic Time
	0.144
	0.066
	2.168
	0.030

	Gesture Type x Cubic Time
	0.183
	0.066
	2.769
	0.006

	Path Encoding x Linear Time
	-0.290
	0.066
	-4.368
	<0.001

	Path Encoding x Quadratic Time
	-0.073
	0.066
	-1.103
	0.270

	Path Encoding x Cubic Time
	-0.001
	0.066
	-0.016
	0.987

	Gesture Type x Path Encoding x Linear Time
	-0.291
	0.133
	-2.191
	0.028

	Gesture Type x Path Encoding x Quadratic Time
	0.021
	0.133
	0.159
	0.874

	Gesture Type x Path Encoding x Cubic Time
	0.208
	0.132
	1.571
	0.116
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