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a b s t r a c t 

We present a dataset of behavioural and fMRI observations acquired in the context of humans involved in mul- 
timodal referential communication. The dataset contains audio/video and motion-tracking recordings of face-to- 
face, task-based communicative interactions in Dutch, as well as behavioural and neural correlates of participants’ 
representations of dialogue referents. Seventy-one pairs of unacquainted participants performed two interleaved 
interactional tasks in which they described and located 16 novel geometrical objects (i.e., Fribbles) yielding 
spontaneous interactions of about one hour. We share high-quality video (from three cameras), audio (from 

head-mounted microphones), and motion-tracking (Kinect) data, as well as speech transcripts of the interactions. 
Before and after engaging in the face-to-face communicative interactions, participants’ individual representations 
of the 16 Fribbles were estimated. Behaviourally, participants provided a written description (one to three words) 
for each Fribble and positioned them along 29 independent conceptual dimensions (e.g., rounded, human, au- 
dible). Neurally, fMRI signal evoked by each Fribble was measured during a one-back working-memory task. 
To enable functional hyperalignment across participants, the dataset also includes fMRI measurements obtained 
during visual presentation of eight animated movies (35 min total). We present analyses for the various types of 
data demonstrating their quality and consistency with earlier research. Besides high-resolution multimodal in- 
teractional data, this dataset includes different correlates of communicative referents, obtained before and after 
face-to-face dialogue, allowing for novel investigations into the relation between communicative behaviours and 
the representational space shared by communicators. This unique combination of data can be used for research 
in neuroscience, psychology, linguistics, and beyond. 
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. Introduction 

Language is a key socio-cognitive human function predominantly
sed in interaction. Yet, much work in linguistics and cognitive neuro-
cience has focused on individuals’ coding-decoding of signals according
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f language requires shifting the focus of investigation from individual
ompetencies to the mechanisms used by interlocutors to understand
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e used to study face-to-face, multi-turn referential communication be-
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Fig. 1. The 16 stimuli (Fribbles, based on Barry et al., 2014 ) used in the different tasks of the study, designed to evoke various conceptualisations. 
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ween pairs of interlocutors (through audio/video and motion-tracking
ecordings), as well as individuals’ representations of the dialogue ref-
rents (as estimated from behavioural and fMRI data collected before
nd after the dialogue). 

The dataset presented here emerges from CABB (Communicative
lignment of Brain and Behaviour), a research program focused on
tudying interactive language use. This program builds on the notion
hat interlocutors can disambiguate referentially flexible signals by
uilding a shared cognitive space (e.g., Clark, 1997 ; Clark and Bren-
an, 1991 ; Hutchins and Hazlehurst, 1995 ; Stolk et al., 2016 ; 2022 ). A
hared cognitive space involves not only presumed common ground, the
ropositions jointly taken for granted or communicated, but also mutual
wareness of the circumstances of communication, and thus the likely
oint goals, norms, and affordances of the event, embedded in the recent
nteractional history. Besides the traditional focus on transfer of propo-
itional content, this research initiative considers how language use is
rganised to achieve interactional goals and to monitor mutual under-
tanding, and how interlocutors create and control a shared cognitive
pace during live communicative interactions. CABB considers the con-
ribution of multimodal communicative resources (speech, gestures) at
ifferent levels of linguistic structure (from phonology to pragmatics)
uring interactive task-based dialogue. 

The interactional part of the dataset consists of audio, video, and
ody-movement recordings of face-to-face communicative interactions
n Dutch between 71 pairs of participants, without restrictions on com-
unicative means (e.g., speech, gestures), timing, turn-taking, or feed-

ack. Participants communicate about 16 novel visual objects which
ack conventional labels - called “Fribbles ” ( Barry et al., 2014 ). We de-
igned and pre-tested the Fribbles (see Fig. 1 ) for their ability to evoke
ifferent conceptualisations across individuals. As such, different pairs
ould need to work together to create their own pair-specific concep-

ualisations and labels for them, enabling us to see effects of the inter-
ction rather than mere exposure to the stimuli. The participants were
nstructed to communicate in order to identify (Referential task) and
ocalise (Localisation task) the Fribbles on a screen. These tasks are de-
igned to capture a core element of everyday human communication:
ach pair needs to create mutually understood utterances, dependent on
he situated context of the ongoing interaction ( Clark, 1996 ; Stolk et al.,
022 ). Participants were not familiar with the Fribbles at the onset of
he study, a task feature designed to amplify this process of negotiat-
ng a common referent that arguably occurs in many communicative
nteractions. More precisely, in the Referential task, participants need
o negotiate referential expressions for the Fribbles to be able to iden-
ify them amidst the total set, similar to referential tasks with tangrams
see e.g., Clark and Wilkes-Gibbs, 1986 ; Holler and Wilkin, 2011 ). In the
ocalisation task, each pair needs to work out collaboratively whether
 particular Fribble is located at the same position on their respective
2 
creens. Participants had equal opportunities to speak in the interaction,
ince they switched roles throughout the task. 

The dataset contains high-quality audio recordings using head-
ounted microphones, along with time-aligned orthographic transcrip-

ions of the speech for 47 out of the 71 interactions (see Methods ).
hese enable different types of linguistic analyses of individual par-
icipants’ speech (e.g., lexical, semantic, phonetic), as well as in-
estigations of alignment between participants on these levels (e.g.,
ickering and Garrod, 2004 ). Moreover, high-quality video recordings
rom three different angles, as well as 3D body motion-tracking data
rom two Microsoft Kinects (V2), allows researchers to analyse par-
icipants’ movements, postures, and gestures, as well as their align-
ent between participants. The face-to-face set-up, where participants

tood opposite each other and had full vision of each other’s torso, fa-
ilitated the use of gestures (although this was in no way explicitly
ncouraged). 

The dataset also provides estimates of participants’ individual repre-
entations of the Fribbles using two behavioural measures and one neu-
oimaging (fMRI) measure. These measures are taken both before (pre)
nd after (post) the face-to-face interaction. Behaviourally, participants
amed each Fribble using one to three words (Naming task), and rated
ach Fribble on 29 different visual and semantic features (Features task;
ased on Binder et al., 2016 ). Neurally, participants’ brain responses to
he Fribble images were measured using fMRI while they performed a
ne-back working memory task to monitor their attention to the stim-
li, following earlier studies using neural representational approaches
e.g., Bracci et al., 2015 ; Dobs et al., 2019 ). By containing both the pre
nd post measures, this dataset is well suited for measuring changes in
stimated individual representations of each referent Fribble, as well
s the extent of convergence of such estimated representations within
ach pair, brought about by the interaction. Comparison of across-voxel
ctivity patterns of fMRI responses to the Fribbles across participants
s enhanced by the possibility of implementing so-called “hyperalign-
ent ” ( Haxby et al., 2011 ). Namely, the dataset includes fMRI data of
articipants watching the same eight animated movies (about 35 min in
otal). This enables the fMRI pre-processing step of aligning individual
rains to a common information space across the sample, based on func-
ional (instead of anatomical) similarities between the brains. That is,
oxels from different brains that are similarly activated in response to
he same stimuli while watching the movies are aligned to each other.
yperalignment is especially relevant for the present dataset because it
llows for more direct comparisons between activation patterns caused
y the same Fribble in different brains. 

To date, this dataset is unique in that it combines multimodal inter-
ctional data with behavioural and neural characterisation of the repre-
entational consequences of a face-to-face communicative interaction.
he interactional, behavioural, and neuroimaging data can be used for
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2 Note that defaced structural MRI data are technically only pseudonymised 
and not fully anonymised. However, the consent form for standard studies that 
we used dated from 2018, which was before this issue was recognised in the 
scientific and legal community. 
ddressing a wide range of research questions within and across vari-
us disciplines such as linguistics, neuroscience, and psychology. Fur-
hermore, the dataset offers the possibility to combine those measures
nd investigate how face-to-face multimodal naturalistic communica-
ion changes the estimated representations of the referents within and
cross interlocutors. 

In recent years, open access brain-imaging datasets have increas-
ngly become available, providing different types of data (e.g., rest-
ng state, task-related) from multiple brain-imaging methods (i.e., EEG,
EG, fMRI), such as the Human Connectome Project ( Van Essen et al.,

013 ), the CamCan dataset ( Taylor et al., 2017 ), and the MOUS dataset
 Schoffelen et al., 2019 ). However, none of these quantify the conse-
uences of communicative interactions with (behavioural and) fMRI
bservations. The unique characteristics of this dataset can also be ap-
reciated by comparing it to existing corpora with recordings of social
nteraction. Interactional corpora consisting of audio data are rather nu-
erous (for an overview, see Ernestus and Baayen, 2011 ), containing for

xample spontaneous face-to-face and telephone conversations in Dutch
s in the Corpus Gesproken Nederlands (CGN; Oostdijk, 2000 ), or task-
ased interactions in Scottish English as in the HCRC Map Task corpus
 Anderson et al., 1991 ). Examples of multimodal corpora, consisting of
oth video and audio data, are the InSight Interaction Corpus (Dutch;
rône and Oben, 2015 ), the IFADV corpus (Dutch; Van Son et al., 2008 ),
he Spontal corpus (Swedish; Edlund et al., 2010 ), and the Nijmegen
orpus of Casual French ( Torreira et al., 2010 ). These corpora include
any aspects of multimodal communication, but do not provide the

ombination of high quality audio, video, and motion tracking neces-
ary to implement fine grained integrative analyses of both gestures and
peech. At least one other dataset ( Rauchbauer et al., 2019 ) also com-
ines multi-modal interactive data (speech, eye-movements, and face-
ecordings) with fMRI measurements. Differently from our dataset, the
MRI data were acquired in individual participants while they were in-
eracting with a human or a robot. With 71 interactions (47 fully tran-
cribed), the present corpus provides ample possibilities for rich qualita-
ive and quantitative studies of communicative interactions. This dataset
lso opens up new research avenues, as observations from the interac-
ion can be related to correlates of individuals’ representations of the
ialogue referents as estimated from the behavioural and neuroimaging
easures. 

A precursory dataset of the CABB team (with a similar paradigm,
ut without fMRI data) has been used in earlier reports ( Pouw et al.,
021 a; Rasenberg et al., 2022 ; Rasenberg et al., in press ), and further
eports on the present dataset are in preparation. This contribution is
ntended to describe the dataset with respect to the procedures used in
he acquisition as well as some example analyses, and make it available
or use by other researchers. From here onwards we refer to this as the
ataset (along with a folder name). See Section 2.7.2 for information
n how to access the Dataset. 

. Methods 

.1. Participants 

In total, 142 right-handed, native Dutch speakers (71 pairs; 30 all-
emale, 7 all-male, and 34 mixed gender pairs, according to self-reported
ata) participated in the study, with an average age of 22.86 years
 SD = 3.63, range = 18–33 with one outlier of 45). All participants re-
orted no neurological or language-related disorders, no metal implants
except for dental) in their body, no history of brain surgery, no hear-
ng impairments, and normal or corrected-to-normal vision. The partic-
pants were recruited via the Radboud SONA participant pool system.
ata and transcriptions of 37 pairs (74 participants) from all tasks are

ully complete and shared (see Section 2.7.1 for details on the availabil-
ty and quality of various parts of the Dataset). 
3 
.2. Ethical approval and participant consent 

This study met the criteria of the blanket ethical approval for stan-
ard studies of the Commission for Human Research Region Arnhem-
ijmegen (DCCN CMO 2014/288). Participants were emailed informa-

ion about the study in advance and verbally informed on the testing
ay itself. Written informed consent was obtained before data collection
tarted. Participants agreed to the sharing of the fully anonymised data, 2 

nd could optionally agree to the sharing of potentially identifiable au-
io/video data with researchers for scientific purposes and/or for educa-
ional and/or promotional purposes, through (a) presentations/lectures
not publicly available), (b) newspapers, magazines/journals or other
online) news outlets, (c) social media, and (d) television. See the Par-
icipants folder in the Dataset for the full overview of data sharing con-
ent. 

.3. Materials 

The experimental stimuli consisted of 16 pictures of blue 3D objects
ade up of geometrical figures attached to each other, on a grey back-

round, which we refer to as Fribbles (see Fig. 1; note that the term
Fribbles ” was never mentioned to participants). We adapted these stim-
li from objects also called Fribbles ( Barry et al., 2014 ). The adaptation
as based on pilot tests, in which participants individually named each
ribble using one to three words (see Naming task explained in Section
.5.1 below) and/or played the Referential communication game in
airs (see Section 2.5.5 below). These pilots resulted in a final set of Frib-
les ( Fig. 1 ) which evoked variable conceptualisations (names) across
oth individuals and pairs. This was important to be able to control for
eneral aspects of the interaction by comparing convergence (e.g., in
abels) between real interacting pairs and pseudo-pairs, i.e. pairs who
id not interact with each other (see e.g., Section 3.5 below). 

.4. Set-up and apparatus 

.4.1. MRI apparatus & (f)MRI image acquisition 

Magnetic resonance images were acquired using two 3T MAG-
ETROM MR scanners: Prisma and PrismaFit (Siemens AG, Healthcare
ector, Erlangen, Germany). For the functional acquisition a multi-band
D-EPI sequence released as part of the Human Connectome Project
 U ğurbil et al., 2013 ) was used. Functional images were acquired us-
ng a multi-band six sequence. The parameters of the acquisition were:
R/TE = 1,000/34 ms, flip angle = 60°; 2mm 

3 isotropic resolution over
 FOV = 208 × 208 × 132 mm; Multi-band acceleration of six was used in
he slice direction and no parallel imaging was applied in-plane. Phase
ncoding was applied on the AP direction with a partial Fourier coverage
f 7/8, including five volumes with reversed phase encoding (A >> P),
hich can be used to correct image distortions. Approximately 750 vol
ere acquired in each of the four one-back runs (two in the pre session
nd two in the post session) and 2,074 vol in the movies run (session
hree). 

A T1-weighted scan was acquired at the end of the second session
n the sagittal orientation using a 3D MPRAGE sequence with the fol-
owing parameters: TR/TI/TE = 2,400/1,000/2.22 ms, 8° flip angle.
ollowing, a T2-weighted scan was also acquired in the sagittal orien-
ation using a variable flip angle TSE with the following parameters:
R/TE = 3,200/563 ms, echo spacing = 3.52 ms, Turbo Factor = 314.
oth the T1 and T2 used a FOV of 256 × 240 × 167 mm, a 0.8 mm 

3 

sotropic resolution, and parallel imaging (iPAT = 2) to accelerate the
cquisition resulting in an acquisition time of 6 min 38 s for T1 and
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Fig. 2. Recording set-up for the interaction (C1-C3: cameras, K1-K2: Kinect, 
M1-M2: microphones). 
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 min 57 s for T2. At the start of each of the three sessions, an addi-
ional fast T1 weighted scan was obtained using a spoiled gradient echo
equence with the following contrast parameters: TR/TE = 6.31/3.2 ms;
ip angle = 11°. Acquisition was performed in the sagittal orientation
ith a FOV of 176 × 256 × 256 mm and 1 mm 

3 isotropic. A five-fold
ontrolled aliasing acceleration was used resulting in a total acquisition
ime of 1 min 17 s. 

Stimuli were presented using an EIKI LC-XL100 beamer with a res-
lution of 1,024 × 768 and a refresh rate of 60 Hz, and were projected
nto a screen behind the scanner bore. Participants were able to see the
creen via a mirror. Given different characteristics of the two scanners
sed, the image sizes for the Fribble stimuli were adjusted such that all
articipants experienced all Fribbles at the same visual angle in both
canners. 

During fMRI acquisition, participants’ attention levels were moni-
ored by single-eye recording, using an infrared source eye-tracker. Also,
espiration and heartbeat were recorded using a respiration belt and a
ulse wave sensor, respectively; both required the same MRI-compatible
mplifier from BrainAmp ExG MR. 

.4.2. Set-up and apparatus of the interaction 

The interaction took place in a sound-attenuated booth. Participants
f a pair faced each other about two meters apart while standing in
ront of a table (see Fig. 3 , middle panel). Each participant faced a 24 ″
creen (BenQ XL2430T), slightly tilted for an optimal viewing angle, and
ositioned at hip height. This ensured that participants could see each
ther, and prevented interference with the participants’ gesture space
 McNeill, 1992 ). All 16 Fribbles were simultaneously presented on each
articipant’s screen, in a random arrangement over a grey background,
ach Fribble covering 4 × 4 cm on the screen (see Fig. 4 ). The Fribbles
ere labelled with numbers for one participant and letters for the other.
utton boxes (with a red and a yellow button) were positioned below
he screen and were used by the participants to provide answers (for
he Localisation task, but not the Referential task) and/or to move to
he next trial (see Section 2.5 ). 

Video recordings were made with a frame rate of 29.97 frames per
econd (fps) at 1,920 × 1,080 resolution using three HD cameras (JVC
Y-HM100/150); cameras 1 and 2 were positioned to the side to yield

semi-)frontal views of each participant, while camera 3 was positioned
n the middle to yield an overview of both participants ( Fig. 2 ). Two
ead-mounted microphones (Samson QV) were used to record speech
or each participant separately. These microphones were connected to
n AudiTon pre-amplifier and then to a Roland R-05 recorder, which
4 
ere both situated in the control room, where the experimenter could
isten to and adjust the volume of the incoming audio. The output of
he pre-amplifier (which consisted of two separate audio channels, one
or each participant) was transmitted to the recorder (where the audio
as digitised at a sampling rate of 44.1 kHz and a 16-bit quantisation),

he output of which was transmitted to cameras 1 and 2, respectively
digitised at 48 kHz and 16-bit). Two Microsoft Kinects (V2), positioned
ext to cameras 1 and 2 ( Fig. 2 ) were used to collect 3D positional joint
racking data (for 25 joints) at 30 fps. During data collection, the exper-
menters monitored the Kinect pose skeleton tracking which served as
n online quality check of the Kinect tracking. 

Since recordings were started manually on the various devices, all
udio, video, and motion-tracking data was synchronised off-line (see
ection 2.6 ). To facilitate this process, a dedicated “synchronisation sig-
al ” device was used: every 60 s the device sent a digital code to the
aptops controlling the Kinect (stored in log files), and a beep as audio
nput to the cameras (recorded on a secondary audio channel, separately
rom the speech). See Fig. S1 in Supplementary Materials for a schematic
verview of all materials in the interaction setup and their connections.

.5. Procedure 

Participants came to the lab in pairs (but did not know each other
eforehand) performing several individual tasks (i.e., Naming task, Fea-
ures task, one-back task in the fMRI) before and after a joint interac-
ional task (i.e., Referential and Localisation tasks) followed by another
MRI session (movie watching) and a questionnaire. All tasks were pro-
rammed using the Presentation software (Version 20.2, Neurobehav-
oral Systems, Inc., Berkeley, CA, www.neurobs.com ). See Fig. 3 for
n overview of all tasks and the next sections ( Section 2.5.1 – Sec-
ion 2.5.6 ) for a detailed description (for full Dutch Instructions for all
asks, see the Presentation NBS scripts in the Presentation_scripts folder
n the Dataset). Before starting, participants provided informed consent
 Section 2.2 ) and were asked not to talk to each other before the inter-
ction part of the study and not to talk about the tasks in the break(s)
etween tasks during the entire session. The session lasted for six to
ight hours in total and included a lunch break of at least 30 min imme-
iately after the interaction. Whenever possible, two pairs were tested
n the same day in an interleaved fashion, which meant participants
ad another break of maximally 45 min before the last scanner session
nd were asked to fill out most of the questionnaire in this break. 

.5.1. Naming and features tasks 

Participants performed two behavioural tasks, the Naming and the
eatures task, individually in sound-proofed cubicles, while sitting in
ront of a 24 inch, full HD screen and responding using a keyboard and
 mouse. The two tasks were presented in an interleaved fashion so that
or each Fribble, participants first performed the Naming task and then
he Features task before moving on to the next Fribble. The order of pre-
entation of the Fribbles was randomised per participant. Participants
eceived written instructions for both tasks on the screen, were given
he opportunity to ask questions, and then received an oral summary of
he instructions from the experimenter. 

For the Naming task, all Fribbles were presented on the screen simul-
aneously. The position of the 16 Fribbles was randomised separately for
ach participant, but was the same for all trials within participants. On
ach trial, one Fribble was marked with a red square. Participants were
nstructed to name or describe that Fribble using one to three words in
uch a way that the other participant would be able to find it amongst
ll other Fribbles on the screen (see Fig. S2 in Supplementary Materials
or an example screenshot of a Naming task trial). 

For the Features task, the same Fribble they had just named was
resented in the left top corner of the screen with a lead-in sentence
ext to it ( “To what extent do you view this picture as…”). Underneath,
9 different features were shown in the form of linguistic labels (to be
ead as completing the lead-in sentence). The features were based on a

http://www.neurobs.com
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Fig. 3. Overview of participants’ tasks during the testing day. Beh . = behavioural tasks (Naming and Features). MRI = magnetic resonance imaging (task: one-back 
task in sessions one and two; movies in session three). Phonological = phonological pre-test. PRE = before the interaction, POST = after the interaction. 
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tudy by Binder et al., (2016) and our own selection given the range of
esults in the pilot Naming task (categories of objects). Some examples
f features are “Rounded ”, “Symmetrical ”, “Human ”, and “Positive ” (see
able S1 in Supplementary Materials or Dataset: Data for the full list).
articipants were instructed to judge to what extent each feature was
ompatible with their view of the Fribble by moving a slider underneath
he feature label (left: “not at all ”, right: “very strongly ”). They were
nstructed to decide within a few seconds for each feature and to choose
he leftmost position on the bar if a feature was not applicable or neutral.
nly after participants had moved the slider for each of the 29 features,

hey could press enter to continue to the next Fribble (see Fig. S3 in
upplementary Materials for an example screenshot of a Features task
rial). 

The tasks were the same when participants performed them for the
econd time (after the interaction), but with a different random order of
ribble presentations per participant (both on the screen and over trials).
articipants were told that they were allowed to give the same name as
he first time, but that they did not have to. They were again instructed
o describe each Fribble such that their partner would be able to find it
mongst the others. Both before and after the interaction 45 min were
lanned for the Naming and Features task. 

.5.2. fMRI one-back task 

While still in the cubicles, participants received written instructions
or the scanner-based one-back task. They were instructed to press one
utton when the picture they saw was the same as the previous picture
nd another button in all other cases (also for the first picture). They
ere then given an oral summary and performed a short test block with

he one-back task using different pictures than the ones used in the ac-
ual task (seven trials). This test block was repeated until all responses
ere correct. In the MRI scanner, participants read the instructions on

he screen again while localiser scans were acquired and then again per-
ormed the same practice block (to practice with the response buttons in
he scanner) until all responses were correct. When necessary, additional
nstructions were given over the intercom. In the scanner, participants
ave responses on a button-box using the index and middle fingers of
heir right (dominant) hand. The allocation of the fingers to “same ” and
different ” responses was counterbalanced over participants, but was
he same for all sessions per participant. 

After the onset of the fMRI sequence, Fribbles were presented one
y one, slightly below the centre of the screen (to avoid vertical head
ovement at the onset of a Fribble), on a grey background, for two sec-

nds, with a visual angle of about five degrees. This visual angle ensured
isibility of the Fribble, while discouraging large saccades. In between
ribble presentations, a fixation cross appeared centred at the same po-
ition. In each scanning session, participants saw 12 presentations of
5 
ach Fribble, as well as 32 catch trials (two per Fribble) in which the
ribble was repeated. These catch trials were used to monitor partici-
ants’ attention to the stimuli. The Fribbles were presented in a jittered
esign, with inter-stimulus-intervals (ISI) of three, four, or five seconds.
ach Fribble was preceded by all ISIs four times. The order of presenta-
ion was different per participant but the same for both one-back fMRI
essions (i.e., pre and post interaction). Each session was divided into
wo runs, to give participants a break, stopping scanning in between
ut leaving participants in the scanner for a few minutes. Each run con-
isted of three blocks, each containing two presentations of all Fribbles
n random order plus five to seven pseudo-randomly interleaved catch
rials. In between blocks, there was a 20 s break while a summary of
he instructions was presented on the screen. The last five seconds of
he pause were counted down on the screen. Each session lasted about
0 min in total. 

.5.3. Phonological pre-test 

After the fMRI session, but before the interaction, we implemented
 pre-test to provide a baseline for potential analyses of participants’
peech production in the interaction. Participants were tested one-by-
ne in the same sound-attenuated booth and using the same audio equip-
ent as for the recording of the interaction. When one of the participants
as doing the pre-test, the other participant waited in a separate room,
earing Bose Quietcomfort 35 ii noise-cancelling headphones. The pre-

est consisted of two parts. The first part provided a baseline for vowel
nd diphthong productions. Participants were instructed to read aloud
6 Dutch (non-)words that were presented on the screen. These words
onsisted of Dutch vowels and diphthongs ([ ʏ], [ ɛ ], [ ɪ ], [ ɔ ], [ ɑ ], [a],
e], [ ə ], [o], [y], [i], [ø], [u], [ ɛɪ ], [ œ y], [ ɑʊ]) preceded by an < h >
nd followed by a < t > , which served as a neutral and constant phonetic
ontext across vowels and diphthongs. The second part of the pre-test
erved as a baseline for other acoustic characteristics (such as articula-
ion rate, pitch, and /x/ in particular, since this consonant shows clear
ariation in Dutch) and elicited semi-spontaneous speech. Participants
ere instructed to read aloud five beginning parts of sentences (ranging

rom seven to ten words) and to complete them with the first comple-
ion that came to their mind. In both parts of the pre-test, participants
ould click any button on the button box to go to the next (non-)word
r sentence. The (non-)words and sentence beginnings were presented
entred on the screen. The pre-test lasted about three minutes in total. 

.5.4. Interaction 

Participants received instructions about the interaction prior to the
honological pre-test. After participants indicated they had finished
eading the instructions on their screen, the most important points of
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Fig. 4. Example of a trial in the interactional task as shown to the participants (left: the Matcher in this trial and right: the Director in this trial). The Fribble with 
the red rectangle was the target Fribble for this trial. 
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he instructions were verbally repeated by the experimenter and par-
icipants could ask questions. They then jointly received instructions
or the phonological pre-test, which they individually completed in the
ound-attenuated booth. When the participants were ready to start with
he interaction, they entered the same sound-attenuated booth together
nd positioned themselves (standing up) behind their respective screens
see Section 2.4.2 and Fig. 3 , middle panel). A short summary of the
nteraction task instructions was presented on the screen, which partic-
pants read in silence. 

During the interaction, participants saw the 16 Fribbles on their
creen in a random arrangement with corresponding numbers or let-
ers (see Fig. 4 ). Both participants saw the same 16 Fribbles in the same
eneral spatial layout, but 50% of the Fribbles were not positioned in
he same locations within this layout (see Fig. 4 ). On each trial, one of
he 16 Fribbles was marked by a red square (the target for that trial) for
ne of the two participants (the “Director ”). 

The participants completed two different Fribble-related tasks in
ach trial: the Referential task and the Localisation task. In the Referen-
ial task, participants were instructed to communicate with one another
o that the Matcher would understand which Fribble was the target on
ny given trial (i.e., the one marked by the red rectangle in the Direc-
or’s display). They were informed that they could communicate in any
ay they wanted (without explicitly mentioning speech and gesture).
nce the participant without the red square (the “Matcher ”) was cer-

ain what the target Fribble was, the Matcher said the number or letter
f that Fribble out loud and clicked on the yellow button of the button
ox to move to the Localisation task. 

In the Localisation task, participants were instructed to communicate
he location of the target Fribble on their screens. They then had to de-
ide whether it was located in the same position on the screen for both
articipants or not. After reaching agreement, the Matcher pressed the
ellow button to indicate “same position ” or the red button for “differ-
nt position ”. After completing the Referential and Localisation tasks for
ne Fribble, participants switched roles for the next trial. Participants
ompleted six rounds, each with different spatial layouts for all 16 Frib-
les, resulting in 96 trials. The trial order and spatial layout was the
ame for all pairs. The total interaction phase took about one hour on
verage ( M = 52.24 min, SD = 10.75 min, range = 35.20 - 77.48 min). 

.5.5. fMRI movies 

A third fMRI session served to enable later hyperalignment of all
articipants’ brains based on functionally similar responses to complex
timuli ( Haxby et al., 2011 ; see Introduction ). Participants viewed eight
nimated movies (see Table S2 in Supplementary Materials for details),
resented on a part of the screen slightly below the centre, on a black
ackground with a height of 360 pixels and a width of 640 pixels, and a
isual angle of about 9–11° vertically and 16–20° horizontally (see Table
2 for details). The movies were in .avi format and were played at 30
rames per second. Each movie was played in its entirety, except for the
tart and end of the movie (i.e., titles and credits). These were cut off,
6 
o that no text was shown to participants. The duration of the movies
as 4.1 min per movie on average ( range = 2.2 - 6.1 min) and 35 min in

otal, including breaks. The movies were selected to contain categories
f objects that were mentioned often in the pilot Naming tests of the
ribbles (see Section 2.3 ), such as humans, plants, tools, toys, and food.
he movies were preceded by a filler video clip that lasted a few seconds.
here was a 12 s break between movies. Participants were instructed to
imply attend to the movies and to lie still. The movies did not contain
spoken) language, but participants were still provided with the sound
f the movies via earphones within the ear, in order to make it easier
o stay focused. Before scanning started, the sound of the movies was
djusted to the participants’ individual preferences. Note that seven out
f the eight movies could not be shared as part of the Dataset, due to
opyright issues. The last movie is open source and can be found on the
nternet (see Table S2 in Supplementary Materials). 

.5.6. Questionnaire 

The questionnaire consisted of 30 questions in total and was admin-
stered via a computer in the cubicles either after the movie fMRI session
r before. In the latter case, the last two questions (about the movies)
ere administered on paper. The questionnaire consisted of 15 questions

elating to the different aspects of the study, (e.g., the goal, strategies
n the different tasks, difficulty, level of attention, etc.); nine questions
bout the other participant (e.g., about their personality, voice, whether
hey were a real participant, etc.): one open question and eight to be in-
icated on a 7-point Likert scale (1 = “not at all ”, 7 = “very much ”); and
ix questions about the participant: four demographic (age, sex, occu-
ation, and studies) and two judgement questions, to be indicated on a
-point Likert scale (intro-/extraversion and whether they were proud
f their own accent). For the English translation of the questions asked
o participants, see Table S3 in Supplementary Materials or the Data
older in the Dataset. 

.6. Preprocessing 

.6.1. Transforming fMRI data into BIDS structure 

All raw MRI data were converted to BIDS (Brain Imaging Data Struc-
ure; Gorgolewski et al., 2016 ) using BIDScoin (version 1.5; Zwiers et al.,
021 ), including conversion to NiFTi format, and supplemented with
tandardised metadata. All anatomical MRI scans were defaced to re-
ove identifiable features using a wrapper tool around pydeface (DOI:
ttps://zenodo.org/badge/latestdoi/47563497 ). 

.6.2. Processing and synchronising audio, video, and Kinect data 

The cameras saved multiple consecutive .mp4 files for each interac-
ion (of about 14 min / 3.45 GB each), which were first concatenated
nd saved as a single .mp4 file for each camera per interaction. This was
one for all recordings. For the majority of pairs (see Section 2.7 and
able 1 ), we also manually synchronised the three videos with Adobe

https://zenodo.org/badge/latestdoi/47563497
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Table 1 
Numbers of participants and pairs for which different types of data are available 
and/or shared in the Dataset. 

Data Participants ( n ) Pairs ( n ) 

Total collected 142 71 
Usable behavioural data (Naming & Features) 140 69 
Usable (f)MRI data all sessions 124 56 
Usable (f)MRI data sessions one and two 127 59 
Usable interactional data 
of which audio & video shared (fully 

preprocessed ∗ ) 

138 
126 (98) 

69 
63 (49) 

Transcribed interactional data 
of which audio & video shared (fully 

preprocessed ∗ ) 

94 
84 (84) 

47 
42 (42) 

All usable data (interaction/transcription, 
MRI, behavioural) 
of which audio & video shared 

84 
74 

42 
37 

∗ fully preprocessed = video is synchronised and processed as described in 
Section 2.6.2 . 
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e  
remiere Pro CC (version 2018) with the help of the auditory synchroni-
ation signals (see Section 2.3.2). 3 The videos were trimmed and the au-
io (from the head-mounted microphones as recorded on the cameras)
rom participants A and B were set to the left ( − 100) and right (100) au-
io channel respectively. We then exported six media files which were
sed for the transcriptions: three video files (as .mp4 files with H.264
odec) and three audio files (as .wav files). The video files were ex-
orted with the recorded audio from both participants as stereo chan-
el (where one participant is audible on the left, and the other on the
ight channel). The audio files were exported at 16-bit sample size; the
udio of the individual participants was exported as mono channel in
wo separate files (one for each participant; in which the other may still
e slightly audible), and the combined audio of both participants with
tereo channel (similarly to the video exports). All video and audio files
ere exported with a sample rate of 44,100 Hz. Finally, to enable syn-

hronisation of the video and Kinect data, one additional audio file was
xported which included the auditory synchronisation signal. To this
nd we used custom-made Matlab scripts, where the principle for syn-
hronisation was the same as described above for the videos; the script
djusted the timestamps of the Kinect data to match the videos by time-
ligning the digital and auditory synchronisation signals (which were
ransmitted every 60 s; see Dataset: Preprocessing for the script). 

.6.3. Orthographic transcription procedure for the interaction data 

Orthographic transcription of the speech in the interaction phase was
one in ELAN ( Wittenburg et al., 2006 ), see Fig. 5 . The ELAN files in-
luded all synchronised media files for each pair (see Section 2.5.2 ):
hree videos (from cameras 1, 2, and 3) and three audio files (from
he head-mounted microphones as recorded on the cameras; one file
or each participant and another file containing both channels). This al-
owed the transcribers to inspect the audio waveforms and to listen to
ach participant separately or both participants simultaneously (which
s particularly useful in case of overlapping speech). Three tiers were
sed for the transcription: two for the transcribed speech, and one on
hich the transcriber added comments. 

Speech was first segmented into Turn-Constructional Units (TCUs;
.e., potentially complete, meaningful utterances, Clayman, 2013 ;
ouper-Kuhlen and Selting, 2017 ; Schegloff, 2007 ). If TCUs exceeded
0 s, they were divided into multiple segments of under 10 s length.
his was done to allow for optimal automatic forced alignment of the
peech into phones for future phonetic analysis. 
3 The off-line synchronisation of the audio/video data from the different cam- 
ras did not allow for time-alignment with millisecond precision, since the sam- 
ling rate was 29.97 fps (i.e., one frame every 34 ms). We checked the lag 
etween the two audio channels from cameras 1 and 2 after synchronisation, 
nd found this to be 11 ms on average (range: 0-33 ms). 

N  

m  

d  

p
 

c  

7 
Speech was orthographically transcribed based on the standard
pelling conventions of Dutch. All words, discourse particles (e.g., “oh ”,
ah ”, etc.) and filled pauses (transcribed as “uh ” or “um ”) were tran-
cribed. Unfinished words were also transcribed but marked. When the
ranscriber was not certain about their transcription, the respective ele-
ent was placed between parentheses. When the transcriber could not
etermine what was said at all, this part was transcribed as a ques-
ion mark enclosed by parentheses. Non-lexical vocalisations and other
ounds were transcribed between asterisks (e.g., ∗ laugh ∗ , ∗ cough ∗ , ∗ lip
mack ∗ , etc.). In addition to being transcribed between asterisks, long
tretches of laughter during speech were also commented on in the
omments-tier. 

.6.4. Linking transcribed speech to task structure 

The task structure of the interaction is indicated on the “trial ” tier in
LAN ( “1.1_ref ” etc.; indicating round number (1–6), trial number (1–
6), and task ( “ref ” or “loc ”), see Fig. 5 ). The onsets and offsets of these
nnotations were manually adjusted; by default, a task ended when the
atcher pressed a button to move to the next task. However, some-

imes there was a mismatch between the moment at which participants
ressed the button and their speech productions relating to either of the
wo tasks (e.g., participants would start talking about the location of the
ribble before pressing the button to end the Referential task). In these
ases, the onset/offset of the task was placed earlier or later such that
he speech about the respective tasks would fall under the right trial
nnotation. 

Once these annotations were finalised in ELAN, we derived the an-
wers for the Referential task (i.e., the letters and numbers that par-
icipants said out loud) from the transcripts (note that participants indi-
ated answers for the Localisation task with the button box). We then fi-
alised the ELAN files by adding the following tiers about the task struc-
ure and performance: target (Fribble number), director, correct_answer,
iven_answer, and accuracy. 

These ELAN files were then exported to text and Praat TextGrid files
or further analyses. The text files were transformed into two datafiles
or each pair: one containing all speech annotations (which are linked to
rials based on the annotation onsets) and one containing all trial infor-
ation (i.e., trial onset and offsets, and information about task, target,
irector, answers, and accuracy). The annotations in the Praat TextGrid
les were readjusted to match the original audio files recorded with the
ecorder (by moving the boundaries of all annotations using a script
hat can be found in the Preprocessing folder in the Dataset). This was
ecessary since the original audio files also included the phonological
re-test, and because the audio files from the camera and the recorder
ere not exactly aligned due to internal clock drift. 

.7. Dataset 

.7.1. Data availability and quality 

Incomplete or non-usable data is not shared (see Table 1 for an
verview of the number of participants and pairs for which data is
hared). First, two participants from different pairs exceeded our age
riteria and misunderstood instructions, leaving 140 individual partici-
ants, and 69 complete pairs. 

MRI data from a total of 16 participants were excluded due to MRI
canner/software malfunction ( n = 6); missing data due to participant
laustrophobia ( n = 4); excessive motion within or between sessions
 n = 3); bad performance on the one-back task ( n = 2); and experimenter
rror ( n = 1); see the Participants folder in the Dataset for more details.
ote that exclusion of MRI data based on motion or one-back perfor-
ance was only done for extreme cases. Researchers may still want to
eal with motion artifacts and/or errors in the one-back task while pre-
rocessing and analysing the shared data. 

There are 124 individual participants and 56 complete pairs with
omplete and shared (f)MRI data. Furthermore, (f)MRI data of three
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Fig. 5. Screenshot from ELAN file. It includes the synchronised videos from the three cameras (top left; faces are blurred in this figure but not in the videos in 
the shared dataset), the synchronised audio from both head-mounted microphones (waveforms in the middle), as well as annotations and transcriptions on various 
“tiers ” (rows at the bottom of the window). The first two tiers include the transcribed speech for the participant on the left ( “A_po ”) and right ( “B_po ”; where “po ”
stands for practical orthography). The remaining tiers provide information about the task structure and accuracy (see Section 2.6.4 ). 
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xtra participants is still shared because only session three is incomplete
nd this may be irrelevant for some users of the data. 

Audio/video data from the interactive sessions are shared in the
ataset, except for seven cases where one or both participants did not
rovide consent. We focused our transcription resources on a selection
f 47 interactions, based on their (audio) quality and completeness of
he MRI data (see above). However, audio/video data is shared for 42 of
hese pairs, four pairs contain individuals with non-usable MRI data, and
uestionnaire data are missing for one pair (these issues were encoun-
ered only after transcription had finished). Thus, all data (i.e., fMRI,
ehavioural, and transcription/interaction data) is usable for 42 pairs
84 participants) in total. For 37 of these 42 pairs, thanks to participant
onsent, the video and audio data can be shared as well. 

.7.2. Data accessibility 

See Data and code availability statement for instructions on how to
ccess the data. 

.7.3. Data structure and format 

The Dataset contains the stimuli and the raw and minimally pro-
essed data, as well as data and scripts needed to reproduce the results
eported in Section 3 . It also contains scripts used for running the tasks
nd scripts or files used for preprocessing the data. Table S4 shows an
verview of the different data types and formats in the Dataset. 

. Results 

In this section, we present analyses implemented on different parts
f the Dataset, chosen to offer an intuition of its characteristics and po-
ential for analysis. 

First, we present a short overview of participants’ answers to the
uestionnaire ( Section 3.1 ). Following, we present several measures ob-
ained within the interaction, in which participants communicated to
atch and localise novel objects (Fribbles). To give a sense of the inter-

ctional data, we present data for time on task and accuracy ( Section
.2 ), number and type of words used ( Section 3.3 ), and gesture char-
cteristics based on an automated analysis pipeline for motion tracking
Kinect, Section 3.4 ). In these three sections, we report the results for
8 
he participant pairs for which the audio/video data has been processed,
rial annotations adjusted and the interactions transcribed ( n = 47). 

We also probe correlates of the lexical and conceptual representa-
ions of each Fribble in each participant before and after the interaction,
sing two behavioural measures (Naming and Features) and a brain
easure (fMRI). Below, we show how pair members converged on a

epresentation after the interaction ( Section 3.5 ) using one of the be-
avioural measures (Naming). For the fMRI measurements, we show an
ndication of the data quality based on the fMRI data before the inter-
ction only ( Section 3.6 ). 

Note that all (pre)processing of the data specific for the analyses
eported here is also included in this Results section, so that the Methods
ection could be reserved for a description of the dataset itself. Scripts
sed for preprocessing, analysis, and figure generation are shared in the
esults folder in the Dataset. 

.1. Questionnaire 

This section describes participants’ experiences and task strategies,
s reported in the questionnaire (see Table S3 in Supplementary Mate-
ials for all questions asked). 

Most participants did not correctly guess the goal of the study. Some
articipants thought that the study was about object names/perceptions
hanging (or occasionally: becoming more similar) as a consequence of
he interaction. 

Main strategies reported for the Naming task were: describing a
nique part of the Fribble, describing the objects holistically as exist-
ng concepts, or a mix of both strategies. Participants generally did not
eport using the list of features in their names, only “compact ” and “hu-
an ” were mentioned occasionally. Most participants reported using
escriptions from the interaction for all or some of the objects in the
ost-interaction Naming session. 

For the Features task, no clear strategies were mentioned. Partici-
ants did report to take into account their name from the Naming task
hen evaluating the features, especially in the post-interaction session.

During the one-back task in the MRI scanner, most participants used
he names they used in the Naming task or in the interaction to remem-
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Fig. 6. Distribution of time spent per trial (panel A) and task accuracy (panel B) in the six rounds of the interaction, for the Referential and Localisation task 
separately. Dots represent pairs ( n = 47). 

b  

p
 

i  

w  

r  

n  

o  

o  

s
 

i  

t  

g  

m

3

 

(  

m  

r  

S  

s  

t  

t  

w  

c  

(  

F

3

 

g  

fi  

t  

<  

i  

a
 

r  

t  

m  

i  

f  

c  

u  

w  

c  

t  

g  

A  

m  

R
 

a  

(  

s  

r  

o  

L

3

 

t  

p  

p  

t  

fi  

T  

m  

T  

t  

r  

(

3

 

a  

a

er the relevant Fribble during the inter-stimulus interval (e.g., through
honological rehearsal) , even more so in the post-session. 

Strategies for the Referential task in the interaction entailed describ-
ng the Fribbles’ prominent visual features at first and associating them
ith known concepts in later rounds. Other mentioned strategies were

epeating successful names from earlier rounds and using one’s own
ames from the Naming task. Participants reported using either their
wn or their interlocutor’s initial label or coming up with labels collab-
ratively. Some participants reported to have retained names that were
uccessful in earlier rounds. 

Main strategies for the Localisation task included dividing the screen
nto four quadrants; dividing the screen into rows and columns, propor-
ions, or percentages; finding patterns or clusters of Fribbles (e.g., trian-
les, squares); or describing Fribble positions relative to features of the
onitor (e.g., centre, logo). 

.2. Interaction: time on task and accuracy 

On average, pairs spent almost one hour on the interaction tasks
 M = 52.24 min, SD = 10.75 min, range = 35.20 - 77.48 min). Pairs spent
ore time on the Localisation task ( M = 28.90 min, SD = 9.00 min,

ange = 15.21 - 54.20 min) than on the Referential task ( M = 23.34,
D = 3.44, range = 16.54 - 31.85). Fig. 6 , panel A shows that the time
pent per trial decreased as the interaction progressed, and that this pat-
ern was more pronounced for the Referential task (in blue) compared
o the Localisation task (in orange). As for accuracy, pairs performed
ell (near ceiling) for both the Referential task ( M = 99.24% of trials

orrect, SD = 1.06%, range = 94.79 - 100%) and the Localisation task
 M = 95.28% of trials correct, SD = 4.60%, range = 79.79 - 100%), see
ig. 6 , panel B. 

.3. Interaction: number of words and word types 

Word counts from the interactional tasks (47 pairs) were analysed to
ive an insight into the content of the corpus. The transcriptions were
rst cleaned: we removed unfinished words, non-speech noises, punc-
uation (indicated here between <> : < # > , < () > , < ’ > , < , > , < . > , < ‘ > ,
 ? > , < - > ), and converted back- and forward slashes ( < \ > and < / > )

nto spaces. All words that were not completely clear to the transcribers
re included in the analyses. 

The overall average word count per pair was 8,552 ( SD = 2,125,
ange = 5,007 – 15,233, Fig. 7 ; see Fig. 8 for word types). We dis-
9 
inguished between function words, content words, and interactional
arkers. The function word list was created from the Dutch Molex lex-

con ( Gigant-Molex, 2019 ) and can be found in the script in the Results
older in the Dataset. Interactional markers (also known as procedural
onventions; Mills, 2011 ; Knutsen et al., 2019 ) are linguistic resources
sed to manage the interaction. To create the interactional marker list,
e took all words in the corpus that did not appear in the CELEX lexi-

al database ( Baayen et al., 1996 ). From this list, we manually removed
ask responses, content words not present in CELEX (such as names), En-
lish words, typos, and spelling variations of words present in CELEX.
ll words that did not fit the function word list nor the interactional
arker list were automatically marked as content words (see Dataset:
esults). 

Visual inspection of the figures shows that both word token counts
nd word type counts decrease over the rounds for the Referential task
in blue). For the Localisation task (in orange), these counts are more
table and seem to mostly decrease between rounds 1 and 2, but remain
ather stable over the rest of the rounds. This is consistent with the
bservation from Section 3.1 above that the time used overall in the
ocalisation task is more stable over rounds as well. 

.4. Motion tracking data and automatic coding of gestures 

To inspect the characteristics of manual gestures produced during
he interaction, the motion tracking (Kinect) data was analysed for 94
articipants (i.e. 47 pairs with complete trial annotations). Kinect sam-
ling rate was regularised at 30 Hz (linear interpolation), timeseries of
he right hand were high-pass filtered (2nd order Kolmogorov–Zurbenko
lter with a span of 3), followed by filtering of the timeseries derivative.
he right hand was chosen for this report to illustrate communicative
ovements of the dominant hand (all participants were right-handed).
he hand tip (middle finger) was chosen as this was a point that cap-
ures movement of both the upper and lower arm, wrist, and finger. The
esulting time series data can be inspected alongside the videos in ELAN
see Dataset: Results for an example). 

.4.1. Kinematic measures 

Our key descriptive measures for communicative manual movements
re (autocoded) gesture counts, submovements, gesture duration, and
verage vertical height. 



L. Eijk, M. Rasenberg, F. Arnese et al. NeuroImage 264 (2022) 119734 

Fig. 7. Word token counts visualised per round, per task, and per pair. Plots for content words (Panel A), function words (Panel B), and interactional markers (Panel 
C). Note that the scales of the y-axes differ. Dots represent pairs ( n = 47). 

Fig. 8. Counts for different word types per pair visualised per round and per task. Plots for content word types (Panel A) and function word types (Panel B). Note 
that the scales of the y-axes differ. Dots represent pairs ( n = 47). 
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utocoder of communicative gestures. We employed a rule-based auto-
atic movement coder ( Pouw et al., 2021 a) to approximate commu-
icative gestures that were made during the interactions. The autocoder
akes as input the speed and position of the hands to approximate gesture
vents (see Section S1 in Supplementary Materials for details). Previ-
usly we have applied our autocoder on a dataset with a similar design,
here we tested the performance of the autocoder relative to human
nnotations of iconic gestures ( Pouw et al., 2021 a). In that study we
ound that (p. 11) the human coded iconic gestures were positively re-
ated to the auto-coded gestures, r == 0.60 , p < 0.001, with a 65.2%
ccuracy in time overlap between these codings ( true positive = 70% ,

alse positive = 86% , true negative = 93% , false negative = 1% ) . 

ubmovements. Kinematic submovements are computed on the right
and tip speed by counting the number of positive local peaks that
xceed 15 cm/s during an autocoded gesture event. Following earlier
ork ( Trujillo et al., 2018 , 2019 ), we assume that gestures designed to

ommunicate tend to have more submovements. Measures akin to sub-
10 
ovements have been found to strongly correlate with the number of
nformation units human annotators perceive in the gesture ( Pouw et al.,
021 b). Thus the number of submovements is a kinematic measure that
pproximates the number of semantic units of the gesture. 

esture duration. Duration in seconds of the autocoded gesture event. 

verage vertical height. Average vertical position within each gesture
vent. Following earlier work ( Trujillo et al., 2018 , 2019 ), we assume
hat the degree to which a gesture is forefronted in a more prominent
esture space is an informative kinematic quality about the degree of
aliency of the gesture. 

.4.2. Descriptive results kinematics 

Fig. 9 shows the main results of the kinematic measures as they de-
elop over the rounds. It can be seen that autocoded gesture count dras-
ically decreases over the rounds, and the number of submovements
f these gestures also decrease over time. Gesture duration and verti-
al height also follow this pattern but in a less pronounced way. These
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Fig. 9. Descriptives of the motion tracking data; each jitter point represents kinematic descriptives (of autocoded right-handed gestures) for one round for one 
participant ( n = 94 participants). The trend line reflects the smoothed means using a Local Polynomial Regression (loess) Fit. 
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uantitative patterns in the kinematic data likely relate to the common
round that is built over the rounds (e.g., Holler and Bavelas, 2017 ;
oller et al., 2022 ; but see Hoetjes et al., 2015 for slightly different re-

ults in a referential task with stimuli similar to the Fribbles), and to
inematic optimisation of gestural signalling (e.g., Pouw et al., 2021 b).

.5. Lexical similarity in the Naming task 

Since the interactional tasks were expected to lead to conceptual
lignment between participants of a pair, here we report their degree
f lexical alignment, as one of the proxies for conceptual alignment. In
rder to do so, we calculated the similarity of the names for the same
ribble between two pair members (that formed an actual pair in the
nteraction), both before and after the interaction, for the 69 pairs that
ad usable behavioural data (see Table 1 , second row). These are re-
erred to as “real pairs ” from here on. To ensure that such lexical align-
ent was specific to the individual interactions, we also calculated the

ncrease in lexical alignment from before to after the interaction in all
ossible “pseudo-pairs ”: pairs of participants who engaged in the tasks
n different roles but who did not interact with each other ( n = 4,692).
he increase of the real pairs was compared to a permutation distribu-
ion ( n = 10,000) of lexical alignment difference scores from all possible
real and pseudo-)pairs. Pseudo-pairs provide a rigorous control for sys-
ematic but communicatively un-specific effects of task performance and
ask structure. 

The text written by the participants in the Naming task (one to three
ords per Fribble) was regularised by removing special characters (in-
icated here between <> : < ’ > , < ”> , < () > , < & > , < + > , < . > , < ; > ) except
f they were part of a word, converting the character < / > into a space,
 = > into the word < is > , correcting spelling errors for a small num-
er of frequently occurring words/names (i.e., Pippi Langkous ( “Pippi
ongstocking ”), Pinokkio ( “Pinocchio ”), plateau ( “plateau ”), and trofee

 “trophy ”), converting uppercase characters to lowercase, and convert-
ng numbers into the corresponding words, except if the number was
art of a word (e.g., 3d). The words were then checked against the NLPL
utch CoNLL17 corpus ( Zeman et al., 2017 ). Only words missing from

he corpus were changed by correcting their spelling or dividing com-
ounds (or words split with a < - > character) into two (or more) words.
ote that this procedure may have led to an underestimation of name

imilarity if two differently spelled versions of the same word were both
resent in the corpus. For two unidentified words in the corpus it was
ot clear how they should be corrected, so these were left as such. 
11 
Naming similarity between names for the same Fribble was opera-
ionalised here as lexical similarity, that is, how many words were (ex-
ctly) the same between the two names, normalised by the number of
ords. To compute this, the cosine similarity of the names was taken,

esulting in a score between 0 (no words are the same) and 1 (all words
re the same; see also Duran et al., 2019 ; Rasenberg et al., 2022 ). As an
xample, the names “trophy triangle plateau ” and “trophy with blocks ”
ed to a similarity of 0.33 because one out of three words was the same.

Real pairs numerically showed an increase in lexical similarity from
efore the interaction ( M = 0.06, Median = 0) to after the interaction
 M = 0.38, Median = 0.33), see Fig. 10 , left panel. The average difference
core ( M = 0.32) was tested against a permutation distribution of 10,000
verage difference scores each calculated from 69 pairs that were ran-
omly drawn from a pool of all possible pseudo-pairs ( n = 4,692; see
ig. 10 , right panel) and all real pairs ( n = 69). The average difference
core for real pairs clearly lies above this distribution ( p = 0), showing
hat the increase in lexical alignment for real pairs cannot be due to
ere experience with the task. 

.6. Relation of fMRI data to visual similarities of the Fribbles 

As a general check of the fMRI data quality, we performed a correla-
ion analysis between pairwise visual similarities of the Fribble-images
nd pairwise brain-pattern similarities related to viewing the Fribbles
efore the interaction. We entered 112 participants in this analysis,
hich constitute the 56 pairs for which both participants had usable

MRI data in all sessions (see Table 1 , third row). 
Each fMRI data run was spatially aligned, coregistered to the cor-

esponding anatomical T1 scan, and spatially normalised (MNI space).
hen, a general linear model was fitted to the data, considering a re-
ressor for each of the Fribbles per session (as well as 9 nuisance re-
ressors capturing signal variance related to head motion, and signals
rom the cerebro-spinal fluid, white matter, and out-of-brain compart-
ents). The resulting stimulus specific beta weights were then used to

reate 16-by-16 dissimilarity matrices containing all pairwise dissimi-
arities between brain patterns of the 16 Fribbles for searchlights (ra-
ius = 9 mm/4.5 voxels, within a grey matter mask) through the brain.
he neural dissimilarity matrices were correlated with a 16-by-16 Frib-
le dissimilarity matrix calculated as one minus the Structural Similarity
ndex ( Wang et al., 2004 ), a metric of visual similarity between Fribbles.
he resulting Fisher-Z transformed correlation values per participant
nd searchlight were subjected to a second level permutation analysis



L. Eijk, M. Rasenberg, F. Arnese et al. NeuroImage 264 (2022) 119734 

Fig. 10. Distribution of Naming similarity scores (i.e., cosine similarity between the names provided by two participants of a pair for a particular Fribble), before 
(pre) and after (post) the interaction. Panel A shows results from real pairs, and panel B from pseudo-pairs. Dots represent individual data points ( n = 1,004 (69 
pairs by 16 Fribbles) for real pairs and n = 75,072 (4,692 pairs by 16 Fribbles) for pseudo-pairs). 

Fig. 11. Visualisation of significant correlations between visual similarities and similarities of brain patterns between the 16 Fribbles throughout the brain, shown 
in a sagittal (left), coronal (middle), and axial (right) slice. L = left, R = right, A = anterior, P = posterior. Colours indicate TFCE-corrected Z-values from the second 
level analysis across participants, above the two-sided significance threshold of 1.96. 
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 n = 1,000 iterations) over participants with TFCE correction for multi-
le comparisons ( Smith and Nichols, 2009 ). The resulting Z-values are
hown in Fig. 11 with a significance threshold of 1.96 (corresponding
o two-sided p < 0.05). As expected, the areas with significant positive
orrelations are mainly located around the visual cortex. 

. Discussion 

This paper describes a large dataset consisting of (transcribed)
peech, audio, video, and motion-tracking data during face-to-face task-
ased interaction about novel objects (Fribbles), as well as pre- and
ost-interactional behavioural and fMRI measures, estimating represen-
ations of the Fribbles from 71 pairs of participants. 

We discuss aspects of this dataset on the basis of the reported results
o demonstrate its quality and to provide suggestions for potential uses
f the data. We deliberately refrain from embedding the dataset in strong
heoretical assumptions to avoid biasing potential uses and to allow for
ifferent hypotheses to be tested by a wide range of researchers. 

On average, each pair spent about an hour performing the two in-
eractional tasks (i.e., the Referential and Localisation tasks), spending
lightly more time on the Localisation task. Participants performed near
12 
eiling on both tasks. The time pairs spent per trial, as well as the number
f function and content word types and tokens they used, descriptively
ecreased over the six rounds for the Referential task, whereas these
easures appeared more stable for the Localisation task. An exception

o this pattern is that participants appeared to use a similar number
f interactional markers within the two tasks in later rounds. Over the
ounds, decrease in time on task and word counts in the Referential task
nd, to a reduced extent, in the Localisation task, is likely to be related
o the building of common ground. This pattern is in line with earlier
ork using repeated reference games, which are known to elicit increas-

ngly shorter referential expressions from participants over rounds (e.g.,
awkins et al., 2020 ; Kraus and Weinheimer, 1964 ; Clark and Wilkes-
ibbs, 1986 ). Given that the Fribbles themselves remained the same in
ach round, whereas their locations changed, it is to be expected that
ore common ground can be built up in the Referential than in the

ocalisation task. 
Furthermore, the amount, duration, and average vertical height of

estures, as well as the amount of gesture sub-movements decreased
ver interactional rounds. This general decrease in gesture count, size,
nd complexity over the interaction was expected on the basis of pre-
ious research showing that such modulations follow from the building
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f common ground (e.g., Holler and Bavelas, 2017 ; Holler et al., 2022 )
nd the kinematic optimisation of gestural signalling (e.g., Pouw et al.,
021 b). Taken together with the previously described results regarding
peech, it appears that, descriptively, attenuations in speech and ges-
ure over time go hand in hand, which is also in line with earlier work
 Holler and Bavelas, 2017 ). 

In the Naming task, participants named all Fribbles using one to three
ords. Pairs generally showed a larger lexical similarity between their
ames or descriptions of the Fribbles after the interaction than before,
n increase that proved highly reliable when compared to permutations
ncluding pseudo-pairs (formed post-hoc by pairing up participants who
id not interact with each other). This result confirms that the interac-
ion led to convergence of naming conventions for the Fribbles. 

Regarding the fMRI data, correlations between the similarity of
rain-activation patterns in response to the Fribbles and objective vi-
ual similarity of the Fribbles were highest around the visual cortex.
his expected result shows the quality of the (f)MRI data. 

These results show that the interactional data (linguistic and kine-
atic), the computer-based behavioural measures, as well as the brain

maging data are of high quality. This means that this dataset can be used
or a large range of analyses on interactions (e.g., phonetic, lexical, syn-
actic, semantic, pragmatic, and gestural analyses). One key objective of
he CABB team for collecting the data was to investigate alignment in the
nteractions, and therefore the dataset is well suited to quantify the de-
ree to which participants align their linguistic and/or bodily behaviour
t different levels ( Pickering and Garrod, 2004 ; see Rasenberg et al.,
020 for an overview of different definitions and measures of align-
ent). A wide range of analyses is possible, which may be qualitative

r quantitative in nature, recruiting manual or (semi-)automatic proce-
ures to analyse the audio-video data (e.g., with OpenPose, Cao et al.,
017 ) or transcripts (e.g., with the Python package ALIGN, Duran et al.,
019 ). 

For example, one could measure the degree of similarity between
articipants’ realisations of different phonemes over the course of the
nteraction (e.g., Pardo, 2006 ). At the prosodic level, one may com-
are pitch or articulation rate (e.g., Eijk et al., 2019 ). The phonolog-
cal pre-test (see Section 2.5.3 ) is useful for such analyses, since it
rovides a baseline of participants’ speech before they start interact-
ng with each other. At the syntactic level one could compare N-grams
e.g., Fusaroli et al., 2017 ; Reitter and Moore, 2014 ) or look at spe-
ific syntactic constructions (e.g., Hartsuiker et al., 2008 ). At the lexical
evel, one could quantify how often participants use the same words
e.g., Bangerter et al., 2020 ; Brennan and Clark, 1996 ). At the semantic
evel, word2vec or similar distributional models (e.g., Mandera et al.,
017 ) could be used to measure semantic similarity between partici-
ants’ speech turns (e.g., Dideriksen et al., 2019 ). In terms of bodily
ehaviour, one could for example look at how people align their pos-
ure (e.g., Shockley et al., 2003 ) or at the type and form of their gestures
see e.g., Bergman and Kopp, 2012 ; Chui, 2014 ; Holler and Wilkin, 2011 ;
ouwerse et al., 2012 ). The present dataset is especially suited to per-
orm such gestural analyses, given the rich set of (mostly iconic) gestures
licited by the task (see Section 3.4.2 ) and the availability of Kinect
easurements for quantitative analyses. It is also possible to test hy-
otheses about how alignment at different levels and/or modalities is re-
ated to each other (e.g., Cappellini et al., 2022 ; Mahowald et al., 2016 ;
ben and Brône, 2016 ; Pickering and Garrod, 2004 ; Rasenberg et al.,
022 ). 

Furthermore, the task-based interactions – in which the establish-
ent of mutual understanding is a challenge – allow researchers to in-

estigate the interactional mechanisms that people use to solve coordi-
ation problems, such as other-initiated repair ( Schegloff et al., 1977 ;
chegloff, 2000 ). Given the relatively free-form of the interactions (in
hich people were free to communicate in any way they wanted, with-
ut time constraints), the data can be used to analyse various (multi-
odal) interactional phenomena, such as turn-taking ( Sacks et al., 1974 )
13 
r the use of backchannels or acknowledgements ( Allwood et al., 1992 ;
efferson, 1984 ; Yngve, 1970 ). 

In addition, the dataset allows researchers to examine whether the
nteractions result in changes in the estimated representations of the
ribbles, and whether the representations of pair members tend to con-
erge. Such hypotheses could be tested in several ways using the present
ataset, given the availability of both brain data and two types of be-
avioural data. The results provided here (see Section 3.5 ) show that
nteracting participants converge in the sense that they more often use
he same words to refer to the Fribbles after the interaction than before
he interaction. In a similar vein, one could investigate such conver-
ence in terms of semantic similarity of the names, similar scores given
o the features, and similar brain activation patterns in fMRI measure-
ents between participants. The latter analysis is further facilitated by

he possibility to implement functional hyperalignment of participants
 Haxby et al., 2011 ; see Introduction ). 

Moreover, the unique feature of this dataset is the combination of
inguistic, behavioural, and neural data within the same paradigm and
or the same stimuli and participants, opening up the possibility for a
ystematic investigation of the relation between them. This in turn, may
ake it possible to find support for or against specific hypotheses re-

arding the relationship between certain characteristics of the interac-
ions, which may support mutual understanding and convergence be-
ween participants in estimated representations. As clearly shown by
ig. 10 , panel A, in Section 3.5 , pairs display quite some variability
ith regards to lexical alignment in the Naming task after the inter-
ction. It may be possible to find characteristics of the interaction that
an explain such variance to some extent. In conclusion, the present
ataset ultimately allows researchers to provide a comprehensive pic-
ure of both the behavioural aspects of multimodal interaction and as-
ociated changes in representations of the interactional referents, esti-
ated using behavioural as well as neural measures. 

ata and code availability statement 

The Dataset is stored as a Research Documentation Collection in the
onders Repository ( https://data.donders.ru.nl/ ). Note that the Dataset

s not publicly available, since participants specifically consented to
heir sensitive (audio and video) data being used by researchers for sci-
ntific purposes only. To ensure this and to warrant secure data storage
nd sharing of these sensitive data, a request for access must be submit-
ed to the Dataset managers by signing a Data Use Agreement (provided
s a separate pdf file in Supplementary Materials), which specifies the
onditions and restrictions under which the data is shared. Specifically,
onditions are specified regarding the secure data storage of the data
see the Appendix of the Data Use Agreement for details) and the re-
triction that the data is used for scientific purposes only. Furthermore,
t is specified that users should acknowledge the origin of the data as
ollows: “Data were provided (in part) by the Radboud University, Ni-
megen, The Netherlands ” and that they should cite the present paper in
apers or other presentations using the data. Importantly, it is specified
hat “neither the Radboud University, nor the researchers that provide
his data should be included as an author of publications or presenta-
ions if this authorship would be based solely on the use of this data. ”

In short, to be able to access and download the data, two steps
re required. First, you need to create a user profile in the Don-
ers Repository by logging in with your SURFconext or ORCID
ccount ( https://data.donders.ru.nl/login ). For more informa-
ion about the ORCID option and alternative ways to login, see:
ttps://data.donders.ru.nl/doc/help/helppages/user-manual/login- 
rofile.html?8 . Second, the Data Use Agreement needs to be completed
nd sent to ivan.toni@donders.ru.nl . Upon completion of these steps,
sers will be granted access to the collection and can view and download
les through the Donders Repository website (for more information, see:
ttps://data.donders.ru.nl/doc/help/user-manual/transfer-data.html ). 

https://data.donders.ru.nl/
https://data.donders.ru.nl/login
https://data.donders.ru.nl/doc/help/helppages/user-manual/login-profile.html?8
https://data.donders.ru.nl/doc/help/user-manual/transfer-data.html
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