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Abstract
Listeners frequently recognize spoken words in the presence of background noise. Previous research has shown that noise 
reduces phoneme intelligibility and hampers spoken-word recognition – especially for non-native listeners. In the present 
study, we investigated how noise influences lexical competition in both the non-native and the native language, reflecting the 
degree to which both languages are co-activated. We recorded the eye movements of native Dutch participants as they listened 
to English sentences containing a target word while looking at displays containing four objects. On target-present trials, the 
visual referent depicting the target word was present, along with three unrelated distractors. On target-absent trials, the target 
object (e.g., wizard) was absent. Instead, the display contained an English competitor, overlapping with the English target 
in phonological onset (e.g., window), a Dutch competitor, overlapping with the English target in phonological onset (e.g., 
wimpel, pennant), and two unrelated distractors. Half of the sentences was masked by speech-shaped noise; the other half 
was presented in quiet. Compared to speech in quiet, noise delayed fixations to the target objects on target-present trials. For 
target-absent trials, we observed that the likelihood for fixation biases towards the English and Dutch onset competitors (over 
the unrelated distractors) was larger in noise than in quiet. Our data thus show that the presence of background noise increases 
lexical competition in the task-relevant non-native (English) and in the task-irrelevant native (Dutch) language. The latter 
reflects stronger interference of one’s native language during non-native spoken-word recognition under adverse conditions.
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Introduction

The fundamental process that underlies spoken-word 
recognition is translating continuous acoustic cues into 
abstract representational units that allow access to mean-
ing. To achieve this feat, listeners must map the incoming 
speech signal onto abstract phonological representations. 
A hallmark of theories on native (e.g., Luce & Pisoni, 
1998; Magnuson et al., 2020; Norris & McQueen, 2008; 
Norris et al., 2000) and non-native (e.g., Shook & Marian, 
2013) spoken-word recognition is that activation cascades 

from sub-lexical to lexical levels where words, consistent 
with the incoming signal, compete for recognition.

Research in the past two decades has motivated what 
has become the standard view on non-native word recogni-
tion, namely that comprehenders experience interference 
from their native language. The mechanism underlying this 
behavior is referred to as “non-selective lexical access” 
(e.g., Dijkstra & van Heuven, 2002; Dijkstra et al., 2019) 
and stipulates that when comprehending non-native speech, 
words from the non-native and the native language com-
pete for recognition (e.g., FitzPatrick & Indefrey, 2010; 
Marian & Spivey, 2003; Spivey & Marian, 1999; Villame-
riel et al., 2022; Weber & Cutler, 2004). Scientists have 
extensively studied the factors that influence the extent to 
which listeners experience cross-language interference, 
including linguistic properties of the incoming speech (Ju 
& Luce, 2004), listeners’ proficiency in the non-native 
language (Blumenfeld & Marian, 2007), and the involve-
ment of general cognitive skills, such as executive control 
(Gastmann & Poarch, 2022).
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One aspect that has received considerably less attention is 
how the presence of background noise influences the compe-
tition dynamics in native and non-native languages (but see 
Fricke, 2022). That is, it is unclear to what extent the native 
language interferes when recognizing non-native words in 
noise. Investigating this question is important since speech 
recognition outside the lab often takes place in noisy envi-
ronments (Zinszer et al., 2022). Moreover, investigating this 
question contributes to further unraveling the long-standing 
observation that problems in understanding speech in noise 
appear to be amplified in non-native compared to native 
listening (for reviews, see Garcia Lecumberri et al., 2010; 
Scharenborg & van Os, 2019).

Research on native spoken-word recognition showed that 
the presence of background noise enhances lexical compe-
tition in the native language (e.g., Ben-David et al., 2011; 
Brouwer & Bradlow, 2015). In line with theoretical frame-
works (Mattys et al., 2009, 2012), these authors reasoned 
that noise reduces the reliability of the perceived speech 
sounds and that listeners experienced more competition from 
words, which would – when perceived in quiet – not be con-
sidered target candidates.

In two previous studies, we explored the effects of noise 
on non-native word recognition. Using the visual-world 
paradigm, where participants’ eye movements to objects are 
tracked as they listen to input related to a visual scene (for a 
review, see Huettig et al., 2011a), we found that non-native 
target word recognition (looks to the picture of a candle as 
Dutch listeners heard “candle”) was delayed when targets 
were masked by background noise, reflecting delayed tar-
get word recognition (Hintz et al., 2021). Moreover, in a 
word transcription task, Scharenborg et al. (2018) found that 
the number of Dutch listeners’ unique misperceptions, an 
offline measure reflecting the number of words competing 
for recognition, on hearing an English target increased as 
the severity of noise on the target increased (see Karaminis 
et al., 2022, for a computational model capturing this behav-
ior). The results from these two studies are compatible with 
a phonetically-based account of word recognition in noise 
where the presence of noise enhances ambiguity in the non-
native speech signal, which in turn delays non-native target 
word recognition and increases the number of mispercep-
tions. These studies did not, however, directly assess whether 
the presence of noise increased or decreased interference 
from the native language.

A growing body of studies on bilingual language 
production has demonstrated that speakers deploy top-
down mechanisms to down-regulate the engagement of 
the task-irrelevant language in the service of focusing 
attention to the language relevant for the current task 
(Declerck et  al., 2021; Green, 1998; Jackson et  al., 
2001; Kang et al., 2020; Wu et al., 2020). This litera-
ture demonstrates the flexibility with which language 

users accommodate task-induced challenges. Since com-
prehending speech in noise is an effortful task, which 
– compared to speech in quiet – increases the demands 
on cognitive resources (Zekveld et al., 2011), one may 
conjecture that down-regulating the engagement of the 
task-irrelevant native language when recognizing non-
native words in noise is particularly beneficial. Such 
a suppression mechanism also fits well with findings 
from research on bilingual reading showing that execu-
tive control skills influence the extent of cross-language 
co-activation (Pivneva et  al., 2014) and that readers 
dynamically adjust the accessibility of task-relevant and 
task-irrelevant languages based on the context in which 
reading takes place (Hoversten & Traxler, 2020).

Taken together, it is unclear how the presence of back-
ground noise affects interference from the native language 
during non-native word recognition. Based on the literature, 
two accounts emerge: The first phonetically-based account 
predicts that noise increases the ambiguity in the speech 
signal (Mattys et al., 2009, 2012). In line with models of 
non-selective lexical access, enhanced ambiguity is likely 
to increase lexical competition in the non-native and the 
native language (Ben-David et al., 2011; Brouwer & Brad-
low, 2015). Thus, this account predicts an increase in cross-
language interference. The second account capitalizes on 
the deployment of top-down mechanisms, which suppress 
the engagement of the native language during non-native 
comprehension to allocate resources to the task at hand. 
This account predicts that the presence of background noise 
reduces cross-language interference.

The present study

We tested these accounts using a variant of the visual-world 
paradigm. We measured Dutch participants’ eye movements 
as they listened to English sentences containing a target word 
while looking at sets of four pictures on the computer screen. 
On target-present trials, one object depicted the target word 
and the other three were unrelated distractors. On target-
absent trials, the target word was not depicted and, instead, the 
display contained an object whose English name overlapped 
with the English target in phonological onset. Moreover, the 
display contained an object whose Dutch (but not English) 
name overlapped with the English target in phonological 
onset. The remaining two pictures were unrelated distractors. 
Tracking participants’ eye movements to target and competi-
tor objects provided us with a time course of how quickly 
they recognized the non-native targets and whether/when they 
experienced competition in the non-native and their native 
language. To test how the presence of noise affects (cross-
language) competition, we presented trials either in quiet or 
masked by speech-shaped background noise.





	 Psychonomic Bulletin & Review

1 3

were asked to judge meaning similarity while ignoring shape 
similarity. In the visual similarity rating study, participants 
were asked to judge how similar the typical visual shape of 
the concept denoted in the printed word was to the physical 
shape of the referents of the depicted objects, ignoring any 

similarity in meaning. A rating scale ranging from 1 (no simi-
larity) to 9 (identical) was used in both tasks. As the object 
referred to by the written word was among the four pictures in 
target-present items, we also obtained a measure of how well 
the object name fitted its visual and semantic representation. 

Table 1   Word properties of target-absent items

1 As suggested by van Heuven et al. (2014), raw word frequency counts were transformed into Zipf values, calculated as log (frequency of occur-
rence per one million words) + 3

Word No. of phonemes Frequency1 Onset overlap with tar-
get (no. of phonemes)

Target M: 4.27 (1.16)
range: 3–7

M: 4.25 (.56)
range: 3.28–5.35

–

English onset competitor M: 4.18 (1.14)
range: 3–7

M: 4.17 (.46)
range: 3.57–5.37

M: 2.18 (.39)
range: 2–3

Dutch onset competitor M: 4.86 (1.52)
range: 3–8

M: 3.67 (.58)
range: 3.00–4.73

M: 2.09 (.43)
range: 1–3

Distractor 1 M: 4.23 (.97)
range: 3–7

M: 4.18 (.55)
range: 3.38–5.02

–

Distractor 2 M: 3.91 (1.02)
range: 3–6

M: 4.41 (.53)
range: 3.33–5.48

–

Fig. 1   Example of a visual stimulus used on target-absent trials. For 
the spoken sentence, It was hard to read, but the note had the word 
‘wizard’ written on it, the display consisted of photographs of a win-

dow (English phonological competitor), a pennant (Dutch: wimpel, 
Dutch phonological onset competitor), a bike, and jeans (both unre-
lated distractors)
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The semantic similarity ratings confirmed that the target 
objects matched the semantic representations invoked by 
the written target words in the target-present items (mean 
target rating = 8.60, SD = 1.41; average of the three distrac-
tors = 1.16, SD = 1.06). English (1.33, SD = 1.18) and Dutch 
(1.10, SD = 0.55) onset competitors, and the two distractors 
(1.24, SD = 0.68) in the target-absent items were rated to be 
semantically dissimilar to the target. The results of the visual 
similarity rating confirmed that the target objects depicted the 
concepts invoked by the written words in the target-present 
items (mean target object rating = 8.77, SD = 1.12; average of 
the three distractors 1.51, SD = 1.32). English (1.67, SD = 1.4) 
and Dutch (1.35, SD = 0.85) phonological onset competitors in 
target-absent items were rated to be visually dissimilar to the 
target, as were the two distractors (1.5, SD = 1.1).

Target-absent and target-present target words were 
embedded in neutral carrier sentences, where they could 
not be predicted from the sentential context (see Appendix). 
The position of the target words in the sentences varied to 
make an effort towards more ecologically valid stimuli. Sen-
tences were spoken with neutral intonation at a normal pace 
by a female native speaker of British English. Recordings 
were made in a sound-damped booth, sampling at 44 kHz 
(mono, 16-bit sampling resolution). The mean sentence 
duration was 3,493 ms (SD = 834). Onsets and offsets of all 
words were annotated using Praat (Boersma, 2001). Spoken 
words on target-absent trials were on average 412 ms long 
(SD = 119); spoken words on target-present items were on 
average 384 ms (SD = 105) long.

A second version of each recorded sentence was created 
by adding stationary speech-shaped background noise to all 
sentences using Praat. The added noise spanned the whole 
duration of the sentence recording. Informed by two previ-
ous visual-world studies in our lab (Hintz & Scharenborg, 
2016; Hintz et al., 2021), we chose a signal-to-noise ratio 
(SNR) of + 3 dB SPL. We aimed for a scenario where the 
presence of background noise would decrease the certainty 
with which listeners recognize the spoken targets while not 
resulting in substantial amounts of misperceptions. Our ear-
lier word transcription study with Dutch non-native listeners 
of English suggested that speech-shaped background noise 
masking at + 3 dB, with no pictorial input present, would 
result in about 90% accuracy for non-native target word rec-
ognition (Scharenborg et al., 2018).

Procedure

Eye movements were tracked using an EyeLink 1000 
remote desktop tracker, running on Experiment Builder, 
sampling at 1 kHz. The quiet and noise-added versions of 
the 22 target-absent and the 22 target-present items were 
evenly distributed across two lists (i.e., each list featured 
44 trials, 22 quiet and 22 noise-added). None of the target 

words appeared twice on one list. Participants were tested 
individually. Each participant was randomly assigned to 
one list and seated in a sound-shielded booth. They placed 
their head on a chin rest and the eye-tracker was calibrated. 
Participants received the following instructions (translated 
from the written Dutch instructions): “In the present exper-
iment you will see images on the screen, while hearing spo-
ken sentences. Half of the sentences will be presented in 
background noise; the other half will be presented in quiet. 
Which half you will hear first is determined by the com-
puter. Your only task is to listen carefully to the sentences 
and to look at the pictures. Furthermore, it is important 
that you do not look away from the screen or move your 
head a lot. Before each sentence, we ask you to fixate on a 
dot that will appear in the middle of the screen.”. In other 
words, we used a “look-and-listen task” where participants 
did not receive a specific viewing/response instruction (see 
Huettig et al., 2011a, for discussion). Such a task allows the 
listener to inspect the scene without a set goal in mind. Ear-
lier research showed that look-and-listen tasks yield results 
comparable to tasks where participants are instructed 
to click on one of the depicted objects (e.g., Huettig & 
Altmann, 2005; Yee & Sedivy, 2006). Indeed, competi-
tor effects – captured with active and passive tasks – in 
the visual-world paradigm can be explained by working-
memory accounts of language-vision interactions (Huettig 
et al., 2011b). Specifically, on this account, listeners are 
assumed to retrieve the names (e.g., English and Dutch) 
for each of the four depicted objects during the preview 
phase and to keep these in working memory. As listeners 
perceive the incoming speech sounds (e.g., the target), they 
map the phonological representations they identify onto 
the phonological codes (i.e., picture names) held in work-
ing memory. A match (i.e., partial or full overlap between 
vision-derived and language-derived phonological repre-
sentations) increases the likelihood of an eye movement 
towards the respective objects, which – if sufficient evi-
dence has accumulated – results in a shift in gaze.

The spoken sentences were presented through head-
phones. A trial was structured as follows: First, a central 
fixation dot appeared in the center of the screen, followed 
by a preview of the four objects. The positions of the 
pictures were randomized across four fixed positions of 
a virtual 2 × 2 grid (Fig. 1). The playback of the spoken 
sentences was timed such that preview time on each trial 
amounted to 3 s before the occurrence of the target word 
in the sentences. This was done to ensure that participants 
had enough time to preview the displays and retrieve the 
four object names. The four objects remained in view for 
the rest of the trial. Each participant was presented with 
all 44 trials on one list. Trials were blocked by noise type 
(i.e., quiet, noise). The order of trials within blocks and the 
order of blocks were randomized automatically before the 
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experiment. The entire testing session, including informed 
consent, eye-tracking experiment, and LexTALE, was 
administered in Dutch and took about 30 min.

Data analysis

The data from participants’ left or right eye (depending 
on the quality of the calibration) were analyzed in terms 
of fixations, saccades, and blinks, using the algorithm 
provided in the EyeLink software. Fixations were coded 
as directed to the target, English or Dutch onset com-
petitors, to one of the unrelated distractors, or elsewhere. 
Data falling within a window starting one millisecond 
after target word onset and ending at 1,000 ms after target 
onset were selected for statistical analysis. As the data 
were collected with 1-ms granularity, this resulted in 
1,000 data points per trial.

Participants’ fixations were statistically analyzed using 
quantile generalized additive models (Fasiolo et  al., 
2021b; henceforth “qGAMs”). qGAMs are an extension 
of generalized additive models (“GAMs”; Wood, 2017; 
see Porretta and Kyröläinen, 2019 for an application to 
visual-world eye-tracking data). While standard regression 
methods (which include regular GAMs) consider how pre-
dictors affect the mean of a dependent variable, qGAMs 
make it possible to additionally study how effects of pre-
dictors (e.g., the presence of background noise) affect dif-
ferent quantiles in the distribution of a dependent variable. 
This approach thus provides a much richer view on the 
experimental results and enables researchers to examine 
whether the effects of a given predictor are present/stable 
across the whole distribution of the dependent variable, 
or whether the effects are confined to a specific portion in 
the distribution of the dependent variable (for a discus-
sion, see also Baayen & Smolka, 2020; Tomaschek et al., 
2018). Such a statistical approach aligns well with recent 
demands for increasing the quantification of experimental 
data (Cumming, 2014).

For an illustration of the logic of qGAMs, consider Fig. 2. 
The dependent variable (depicted on the x-axis) is fixation 
preference, i.e. the probability of making a fixation to the 
object of interest (e.g., target, English or Dutch competitor), 
relative to the averaged distractors. The y-axis features hypo-
thetical probabilities of occurrence of data points. The figure 
consists of three panels. The upper panel illustrates a model 
fitted to the 50% quantile, which corresponds to the median 
of the distribution. That is, such a model is optimized for 
finding effects of predictors (e.g., background noise) that 
affect the median fixation preference. If fixation preferences 
are symmetrically distributed, this is equivalent to the mean 
fixation preference, as typically presented and modelled in 
most analyses of visual-world eye-tracking studies. The mid-
dle panel illustrates a model fitted to the 75% quantile of 

fixation preferences. Such a model is optimized for covering 
effects that occur at the 75% point of the distribution of the 
fixation preferences. As the dependent variable in our data is 
operationalized as fixations to the object of interest relative 
to the distractors, this quantile concerns data points where 
fixation preferences were larger for the object of interest 
than for the distractors. Finally, the lower panel in Fig. 2 
illustrates a model fitted to the 25% quantile of fixation pref-
erences. This quantile concerns data points that occur at the 
25% point of the distribution of the fixation preferences – in 
our data, reflecting a larger fixation preference for the dis-
tractors than for the object of interest.

Fig. 2   An idealized representation of quantile regression. Each of the 
three panels shows the distribution of our dependent variable (e.g., 
fixation preference for Dutch onset competitor). The x-axis shows 
the values that this fixation preference takes in these (simulated) 
data, whereas the y-axis shows that value’s probability of occurrence 
throughout these entire data. The red lines illustrate the three quan-
tiles that are named in the labels
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In sum, while the 50% quantile is comparable to standard 
approaches of visual-world eye-tracking data analyses that 
model the mean in the distribution of participants’ fixation 
behavior, the 75% and 25% quantiles additionally quantify 
the stability of the effects of listening condition (quiet vs. 
noise) when considering points in the data distribution when 
more and fewer looks, respectively, were made to the objects 
of interest, relative to the distractors.

To analyze the effects of background noise at different 
quantiles of participants’ fixation behavior, we fitted three 
types of qGAMs: The first one was fitted to the 50% quan-
tile (i.e., the median) and is comparable to most standard 
GAM analyses of visual-world data. This analysis was 
complemented with two qGAMs fitted to, respectively, 
the 25% and 75% quantiles, to assess whether the effects 
of background noise change (i.e., across quiet and noise 
conditions) when considering different portions of the data 
distribution (i.e., when more and fewer looks, respectively, 
were made to the target and the competitors in relation to 
the distractors).

We set up the models as logistic quantile regressions, 
each fitted to a particular point (viz. a particular quantile) of 
the distribution of participants’ fixation behaviors. As pro-
posed by Barr (2008), responses were averaged over items. 
One set of models was fitted for the target-present trials and 
two sets of models were fitted for target-absent trials – one 
for the English and one for the Dutch onset competitors. 
All models compared fixations to the object of interest (tar-
get, English competitor, Dutch competitor) to those of the 
distractors.

In each model, the dependent variable was an indica-
tor coding whether the participant fixated the object of 
interest (coded as 1) or one of the distractors (coded as 
0). An offset term was included, corresponding to the 
logit-transformed average of the distractors; this has the 
effect of modifying the chance level assumed in the model 
from an unconditional 50% to the average of the distrac-
tors. As a result, a trajectory estimated by the model to 
be significantly different from zero will in fact be signifi-
cantly different from the average of the distractors (i.e., 
from chance). Smooth terms were added along time for 
the quiet and noise conditions. Smooth terms are effects 
(i.e., predictors) in GAMs that use piecewise polynomials 
to fit, in our case, time, in a potentially non-linear way. 
This makes it possible to fit temporal trajectories that are 
more complex than a straight line. A penalty term, esti-
mated automatically via REML, balances the fit between a 
smooth, straight line and a wiggly curve (a high penalty on 
the polynomials results in a less complex trajectory; a low 
penalty results in a more complex trajectory). The techni-
cal implementation of our smooth terms was done using 
the default of thin-plate regression splines, for which we 
allowed a maximum of 50 basis functions (verified by R 

function gam.check to be adequate). These splines are the 
default due to them being provably optimal (Wood, 2017). 
The target-present models were fitted as described in the 
previous paragraph; for target-absent models, a sum-coded 
predictor indicating which of the two onset competitors 
was being fixated (with appropriate interactions including 
the smooth terms describing the temporal trajectories of 
the quiet and noise conditions) was additionally entered 
into the models.

Models were fitted using the R package qgam (Fasiolo 
et al., 2021a). Since initial model fits indicated problems 
due to complete separation,1 we followed Donnelly and 
Verkuilen (2017) in adding a small smoothing constant, 
which we set to 0.1, to our models. Significance of the terms 
in the models was established by predicting each model’s 
linear-predictor matrix onto a grid of time points rang-
ing from 0 to 1,000 ms in both quiet and noise conditions. 
Using the procedure in Wood (2017: 293–294), 95% Bayes-
ian credible intervals (henceforth: CIs) were computed for 
the predicted log odds ratios in both quiet and noise condi-
tions, as well as for the difference between these. For the 
target-absent models, additional differences between the two 
competitors were computed in the same way. Effects were 
considered to be significantly above/below chance at time 
points where their CIs excluded zero.

Results

Target-present trials

Figure 3 plots the fixation proportions over time on target-
present trials for quiet (Panel A) and noise (Panel B) condi-
tions. In both conditions, participants recognized the spoken 
targets shortly after spoken onset, as reflected in more looks 
to targets than to distractors. In the quiet condition, both 
lines appear to diverge at around 350 ms after onset. Visual 
inspection suggests that the target fixation bias occurred later 
when words were recognized in noise, at around 450 ms 
post-onset.

Figure 4 shows the modeled temporal trajectory for the 
target-present trials. The three upper panels feature the 
results of the 50% quantile (or median, green line) model, 
which is comparable to the mean that is fitted in non-quan-
tile models. The panels show the fitted fixation preferences 
in both conditions as well as the difference between them 
(noise minus quiet). A fixation preference significantly 

1  “Complete separation” refers to a condition that prevents the con-
vergence of the maximum likelihood estimation for the coefficient(s). 
This can be the case when a linear combination of the predictors 
yields a perfect prediction of the response variable.
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Fig. 3   Fixation proportions to target and distractor objects on target-present trials. Panel A for the quiet condition, Panel B for the noise condition

Fig. 4   Target-present trials (targets over unrelated distractors). The ribbon indicates the 95% credible interval
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above/below 0 indicates that there were significantly more/
fewer fixations to the target than to the distractors. The 
modelled target fixation trajectories are very similar to the 
plotted fixation proportions and confirm that in the quiet 
condition, participants looked more at the target than at the 
unrelated distractors (log odds ratio larger than 0). This bias 
reached significance (i.e., CI excluded zero) at 337 ms after 
target onset and remained significant until the end of the ana-
lyzed period. In noise, the bias for the target objects emerged 
at 427 ms after target onset, and also remained significant 
until the end of the analyzed period. The upper “Noise minus 
Quiet” panel in Fig. 4 illustrates the trajectory differences 
across both conditions. The negative early difference shows 
that in noise the target bias was reduced compared to the 
quiet condition.

In the 25% quantile (probability of target fixations was 
lower than the probability for fixations to the distractors) the 
target bias reached significance at 507 ms after target onset. 
In noise, this target bias reached significance at 560 ms after 
target onset. In the 75% quantile (probability of looks to the 
target was larger than probability of looks to the distractors), 
the target bias was significant throughout the entire trajectory 
in the quiet condition; in noise, it reached significance from 
166 ms after target onset. In sum, the analyses of all three 
quantiles consistently suggest that the presence of background 
noise delayed and reduced looks to the target objects.

Target-absent trials: English competitor

Figure 5 plots the fixation proportions for target-absent 
trials in the same way as for the target-present trials. The 

plots suggest that participants displayed fixation biases to 
both English and Dutch competitors (over the unrelated 
distractors) in both quiet and noise. While in the quiet con-
dition both biases seem to emerge around 300–350 ms after 
onset (Panel A), they appear to start substantially earlier 
in the noise condition.

Figure  6 shows the modeled temporal trajectories 
for the English competitor. The results of the median 
model (green line) confirm the English competitor fixa-
tion biases statistically: In the quiet condition, English 
competitors were looked at significantly more than the 
distractors from 508 ms after word onset. In noise, the 
same objects showed an earlier fixation bias starting at 
317 ms after word onset. In both conditions, the biases 
remained significant until the end of the analyzed tra-
jectory. With the probability of fixations to the English 
competitor reduced (25% quantile), participants did not 
display a fixation bias for the English competitor object 
in the quiet condition. In noise, however, there was a 
brief period (598–657 ms after target onset) where par-
ticipants favored the English competitor over the distrac-
tors. With the probability of fixations to the English com-
petitor increased (75% quantile), participants consistently 
favored the English competitors over the distractors in 
both quiet and noise conditions. However, the lower dif-
ference plot in Fig. 6 suggests that the fixation bias for 
the English competitors was consistently larger in noise 
than in quiet (except for a brief period late in the trial, 
629–748 ms). In sum, the analyses of all three quantiles 
suggest that the presence of background increased the 
likelihood of looks to the English competitors.

Fig. 5   Fixation proportions to English and Dutch onset competitors and distractor objects on target-absent trials. Panel A for the quiet condition, 
Panel B for the noise condition
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Target-absent trials: Dutch competitor

Similar to the English competitor, visual inspection of 
Fig. 5 suggests fixation biases to the Dutch competitor 
starting at around 450 ms in the quiet and at around 
200 ms in the noise condition. However, the results of 
the statistical analysis (e.g., median model, green line 
in Fig. 7) show that in quiet, the fixation bias for the 
Dutch competitors over the distractors reached signifi-
cance very late, starting 959 ms after target onset. In 
contrast, the presence of background noise substantially 
increased the likelihood of looks to the Dutch competi-
tors such that the fixation bias was significant at 129 ms 
after target onset. With the probability of fixations to the 
Dutch competitor reduced (25% quantile), there was no 
significant fixation bias for the Dutch competitor either 
in quiet or in noise; however, the lower difference plot 
in Fig.  7 shows that the presence of noise generally 
increased the likelihood of looks to the Dutch competi-
tor. When considering the 75% quantile, participants 

consistently looked more at the Dutch competitor than 
at the distractors in both listening conditions. However, 
as before the presence of noise resulted in a larger like-
lihood of looks to the Dutch competitor. In sum, the 
analyses of all three quantiles suggest that the presence 
of background increased the likelihood of looks to the 
Dutch competitors.

Comparison of�English and�Dutch competitor 
�xations

Although the results above suggest that the effects of 
noise on English and Dutch competitors were overall 
quite similar (i.e., greater likelihood of looks to both 
competitors in noise than in quiet), we assessed differ-
ences in the time course in fixation behavior in a direct 
comparison. Figure 8 provides the results of this com-
parison, obtained by computing the estimated trajecto-
ries for the Dutch competitor minus those for the English 
competitor, estimating the corresponding 95% CIs in the 

Fig. 6   Target-absent items, English competitor. The ribbon indicates the 95% credible interval
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Fig. 7   Target-absent items, Dutch competitor. The ribbon indicates the 95% credible interval

Fig. 8   Difference between the Dutch competitor and the English competitor, computed as Dutch competitor minus English competitor. The rib-
bon indicates the 95% credible interval
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usual way. If the biases (i.e., the differences between the 
respective competitor and the distractors) did not differ, 
the trajectory should be zero throughout the analyzed 
period. A negative difference reflects a preference for 
the Dutch competitor and a positive difference a prefer-
ence for the English competitor. For the sake of simplic-
ity, this analysis focused on the 50% quantile. The analy-
sis revealed that in both listening conditions there was 
initially a larger preference for the Dutch competitor. In 
the quiet condition, this bias reversed at 190 ms after 
target word onset. In noise, the same general pattern 
was observed, but the reversal between the competitor 
preferences occurred later, namely at 401 ms after target 
onset. Importantly, the difference panel “Noise minus 
Quiet” in Fig. 8 shows that the difference in fixation 
behavior across listening conditions was larger for the 
Dutch competitor: Compared to the English competi-
tor, the likelihood of looking at the Dutch competitor 
(rather than the distractors) was larger in the presence of 
background noise than in quiet. In sum, the comparison 
of fixation biases for English and Dutch competitors 
suggests that there was initially a larger likelihood for 
a fixation bias for the Dutch than for the English com-
petitor, which, however, later reversed. The presence of 
background noise increased the likelihood for a fixation 
bias for the Dutch competitor more than it did for the 
English competitor.

Discussion

Our results suggest that the presence of background noise 
delays target word recognition, as reflected in later and 
fewer looks to the target objects in noise compared to 
quiet – replicating earlier research (Hintz et al., 2021). 
Whereas noise delayed non-native target word recogni-
tion, it resulted in more fixations to the English com-
petitors, reflecting enhanced non-native lexical competi-
tion. This finding is in line with the transcription data 
by Scharenborg et al. (2018), who reported an increase 
in unique misperceptions as noise intensity increased. 
Note that this asymmetry (delayed target word recogni-
tion and enhanced lexical competition) rules out accounts 
where participants were simply more engaged with the 
task when listening in noise compared to quiet. On such 
accounts, the target bias should be earlier/larger in noise 
than in quiet, too.

In terms of cross-language interference, we found that 
noise resulted in earlier and more looks to the Dutch 
competitors, compared to the speech-in-quiet condition. 
This finding is similar to that concerning the English 

competitor and is well in line with the phonetically-
based account outlined above: The presence of noise 
reduces speech intelligibility and leads to larger ambi-
guity, especially when perceiving non-native speech 
sounds (cf. Broersma & Cutler, 2011; Cutler et  al., 
2004; Hazan & Simpson, 2000). Larger ambiguity in 
turn enhances lexical competition (cf. Ben-David et al., 
2011; Brouwer & Bradlow, 2015) as words compete for 
recognition that might in quiet not be considered target 
candidates. Crucially, our data suggest that the competi-
tor space widened for both non-native and native target 
word candidates – a pattern generally predicted by mod-
els that assume non-selective lexical access (e.g., Shook 
& Marian, 2013).

Enhanced cross-language interference in the presence 
of background noise rules out an account where listeners 
deploy top-down mechanisms to “globally” suppress the 
engagement of their native language. One might even 
argue that the opposite is the case. As revealed by our 
comparison of the time course of English and Dutch 
competitor fixations, in both listening conditions partici-
pants showed an initial preference for looks to the Dutch 
competitor, which – after some time – flipped to a pref-
erence for the English competitor. Interestingly, while 
the reversal occurred at around 200 ms in the quiet con-
dition, it occurred at around 400 ms in the noise condi-
tion. One interpretation of this pattern (complementary 
to the phonetically-based account) is that non-native lis-
teners have an initial preference for mapping incoming 
speech sounds onto native mental representations (possi-
bly due to more extensive experience in native-language 
processing; Krizman et al., 2017). Under optimal lis-
tening conditions, high-proficiency non-native language 
users as in the present study readily suppress their native 
language in favor of the language relevant for the current 
task. However, under more effortful conditions, where 
listeners are burdened with enhancing the relevant (i.e., 
speech) and suppressing the distracting (i.e., noise) sig-
nal, suppressing cross-language interference might be 
compromised (i.e., delayed). Note that this interpretation 
relates to that by Hoversten and Traxler (2020), who 
argued that the context in which language processing 
takes place shapes the accessibility of native and non-
native languages. Clearly, more research is needed to 
further test this conjecture.

To conclude, we have shown that non-native listeners 
experience larger interference from their native language 
when recognizing non-native words in noise compared to 
quiet. This finding is likely an important contributor to the 
enhanced difficulties that non-native listeners experience 
when recognizing words in noise.
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