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Abstract
In face-to-face discourse, listeners exploit cues in the input to generate predictions about upcoming words. Moreover, in 
addition to speech, speakers produce a multitude of visual signals, such as iconic gestures, which listeners readily integrate 
with incoming words. Previous studies have shown that processing of target words is facilitated when these are embedded in 
predictable compared to non-predictable discourses and when accompanied by iconic compared to meaningless gestures. In 
the present study, we investigated the interaction of both factors. We recorded electroencephalogram from 60 Dutch adults 
while they were watching videos of an actress producing short discourses. The stimuli consisted of an introductory and a 
target sentence; the latter contained a target noun. Depending on the preceding discourse, the target noun was either predict-
able or not. Each target noun was paired with an iconic gesture and a gesture that did not convey meaning. In both conditions, 
gesture presentation in the video was timed such that the gesture stroke slightly preceded the onset of the spoken target by 
130 ms. Our ERP analyses revealed independent facilitatory effects for predictable discourses and iconic gestures. However, 
the interactive effect of both factors demonstrated that target processing (i.e., gesture-speech integration) was facilitated most 
when targets were part of predictable discourses and accompanied by an iconic gesture. Our results thus suggest a strong 
intertwinement of linguistic predictability and non-verbal gesture processing where listeners exploit predictive discourse 
cues to pre-activate verbal and non-verbal representations of upcoming target words.
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Introduction

Human language is inherently multimodal, consisting of words, 
sentences as well as the plethora of visual bodily signals that 
accompany linguistic elements (e.g., Bavelas, 2022; Enfield, 
2009; Holler & Levinson, 2019; Kendon, 2004; McNeill, 1992; 

Vigliocco et al., 2014). The hands are one of the main articula-
tors contributing to co-speech visual communication. Manual 
gestures are frequent during speaking and carry a substantial 
amount of semantic (McNeill, 1992; Holler & Beattie, 2003; 
2002; Holler et al., 2009; Rowbotham et al., 2014; Hostetter, 
2011; Kendon, 2000; Kita & Özyürek, 2003) and pragmatic 
information (Bavelas et al., 1992, 1995; Kendon, 2004). Moreo-
ver, they play a significant role during language comprehen-
sion. Especially iconic gestures—those movements of the 
hands and arms that depict actions, objects and their attributes 
(McNeill, 1992)—are processed in brain regions dedicated to 
linguistic and semantic processing (left IFG, pSTS, MTG), and 
are integrated with speech during comprehension (Kelly et al., 
2004; Kelly et al., 2010a; Willems et al., 2007, 2009; Wu and  
Coulson, 2005; Wu & Coulson, 2010; Holle & Gunter, 2007; 
Holle et al., 2008; Green et al., 2009; Dick et al., 2009, 2014, 
see Kandana Arachchige et al., 2021 for review). These find-
ings have substantially corroborated the notion that manual 
co-speech gestures form an integral part of human language.
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