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Gestures Cued by Demonstratives in Speech Guide Listeners’ Visual Attention
During Spatial Language Comprehension
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Gestures help speakers and listeners during communication and thinking, particularly for visual-spatial
information. Speakers tend to use gestures to complement the accompanying spoken deictic constructions,
such as demonstratives, when communicating spatial information (e.g., saying “The candle is here” and
gesturing to the right side to express that the candle is on the speaker’s right). Visual information conveyed
by gestures enhances listeners’ comprehension. Whether and how listeners allocate overt visual attention
to gestures in different speech contexts is mostly unknown. We asked if (a) listeners gazed at gestures more
when they complement demonstratives in speech (“here””) compared to when they express redundant
information to speech (e.g., “right”) and (b) gazing at gestures related to listeners’ information uptake
from those gestures. We demonstrated that listeners fixated gestures more when they expressed comple-
mentary than redundant information in the accompanying speech. Moreover, overt visual attention to ges-
tures did not predict listeners’ comprehension. These results suggest that the heightened communicative
value of gestures as signaled by external cues, such as demonstratives, guides listeners’ visual attention to
gestures. However, overt visual attention does not seem to be necessary to extract the cued information
from the multimodal message.

Public Significance Statement

Natural face-to-face human communication involves many multimodal cues, such as co-speech hand
gestures. This study investigates listeners’ visual attention to gestures that are communicatively cued
by speech (i.e., demonstratives) during the comprehension of visual-spatial language. This study sug-
gests that how speakers design their multimodal utterances guides listeners’ language processing.
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Individuals use their hands to think and communicate (McNeill,
1992), particularly for spatial information, such as relative spatial
relations between objects (e.g., left—right or on—under; Alibali,
2005; Beattie & Shovelton, 1999a, 2002a; Dargue et al., 2019;
Hostetter, 2011; Karadoller et al., 2019; Karadéller, Siimer, Unal,
& Ozyiirek, 2021; Lavergne & Kimura, 1987). Speakers tend to
use gestures to complement spoken deictic constructions, such as
place-referring demonstratives (e.g., “here””) when describing spatial
relations (e.g., Beattie & Shovelton, 2006; Holler & Stevens, 2007).
For example, a speaker may say, “The candle is here,” and gesture to
the right side to express that the candle is on the speaker’s right (e.g.,
Cooperrider, 2017; Emmorey & Casey, 2001). In turn, listeners
attend to, process, and benefit from observing those gestures when
comprehending objects’ relative position (Beattie & Shovelton,
1999a, 1999b, 2002a, 2002b; Holler et al., 2009). However, it is
less known about contextual modulation of the relation between
speech and gesture on comprehension. The current study focuses
on how listeners process gestures when they are used with demon-
stratives in a complementary fashion and the demonstrative in
speech cues the information in gesture versus not. To answer this,
we measured listeners’ direct visual attention to gestures by employ-
ing an eye-tracking paradigm. We investigated listeners’ comprehen-
sion and allocation of direct attention to gestures during the
comprehension of spatial relations between objects in different
speech contexts. In particular, we examined visual attention to ges-
tures that expressed redundant versus complementary information to
the speech through the use of demonstratives, which potentially cue
gestures to be central for successful communication.

Listeners’ Visual Attention to Gestures

In face-to-face interaction, addressees mainly look at their inter-
locutors’ faces, given that the maintained mutual gaze between inter-
locutors is a social norm (Argyle & Cook, 1976; Argyle & Graham,
1976; Gobel et al., 2015). Eye-tracking research showed that listen-
ers/viewers spent approximately 90% of the total viewing time fix-
ating speakers’ faces (i.e., primarily the nose bridge and the eye
area) and fixated only a minority of speakers’ gestures in both live
face-to-face and video interactions (Beattie et al., 2010; Gullberg
& Holmgqvist, 1999, 2006; Gullberg & Kita, 2009; but see Nobe
et al., 1997, 2000 for increased overt gaze allocation to gestures
when interacting with an anthropomorphic agent).

However, several kinematic features of gestures modulate listen-
ers’ overt gaze allocation. For example, Gullberg and Holmqvist
(1999) showed that listeners fixated gestures more when they were
executed in the peripheral gesture space (e.g., away from the body/
torso) compared to ones that were performed in the central gesture
space (e.g., closer to face and body/torso), particularly for the verti-
cal axis (but see Gullberg & Kita, 2009 for no effect of gesture
space). Additionally, gestures with slower strokes (i.e., the most
meaningful part of the gesture) and longer poststroke holds attracted
more fixations (Gullberg & Holmgqvist, 2006; Gullberg & Kita,
2009; Nobe et al., 1997, 2000).

Apart from kinematic features, another factor that might affect lis-
teners’ visual attention to gestures is the relative communicative/
informative value of gestures in relation to speech. That is, listeners
might actively seek alternative sources of disambiguating informa-
tion in the case of disfluent, noisy, or nonnative speech comprehen-
sion. Thus, when speech is under informative, listeners might attend

more to other communicative cues, such as gestures. Indeed, studies
suggest that the degree of language experience modulates how much
listeners attend to gestures (e.g., Drijvers et al., 2019; Drijvers &
Ozyiirek, 2017, 2018; Rimé et al., 1988; but see Gullberg &
Holmgqyvist, 1999). Listeners fixated gestures more when watching
narratives told in a partially comprehensible (i.e., French) or
completely incomprehensible language (i.e., Russian) compared to
when watching narratives told in their native language (i.e.,
Flemish; Rimé et al.,, 1988). In a recent study, Drijvers et al.
(2019) also showed that nonnative listeners looked at gestures
more than native listeners when comprehending Dutch action
verbs both in noisy and clear speech. Moreover, they found that
native listeners benefited from fixating gestures when comprehend-
ing noisy speech, suggesting that listeners might attend gestures as
an alternative source of information to resolve insufficiencies in
noisy speech.

Related to this, Yeo and Alibali (2017) investigated listeners’
visual attention to gestures that expressed information necessary to
disambiguate fluent versus disfluent speech (i.e., speech with filled
pauses “um”). In Yeo and Alibali (2017), the actress said, “The
triangle changed color,” and made a gesture of an upward-pointing
triangle followed by a shape array containing either both upward-
and downward-pointing triangles (i.e., nonredundant gesture) or
only an upward-pointing triangle (i.e., redundant gesture [RG]).
The total fixation duration to gestures did not differ across redundant
versus nonredundant gestures. However, when analyzed whether lis-
teners fixated gestures at least once in a dichotomous way (0-1), they
found that listeners tended to fixate gestures more when they
expressed nonredundant than redundant information. Moreover,
they tended to gaze at gestures more when speech was disfluent
than fluent (Yeo & Alibali, 2017). Also, in a recent eye-tracking
study, van Nispen et al. (2022) asked neurotypical listeners to
watch video clips in which speakers with and without aphasia
described a vivid scenario. They found that listeners gazed more at
gestures that were produced by speakers with aphasia who had
less informative speech than to gestures that were produced by
speakers without aphasia. Overall, these results suggest that gestures
might have heightened communicative value for listeners when there
are certain insufficiencies in speech, which guides listeners’ visual
attention to those gestures.

Gesture’s communicative/informational value could also be mod-
ulated by the properties of speakers’ utterance design as gestures
might be cued to be informative by the speaker. As outlined in
Cooperrider (2017), speakers might “foreground” their gestures
when gestures are helpful to convey some critical aspect of the mes-
sage and design their multimodal packages accordingly. In such
cases, speakers signal to the listener that gestures are central for suc-
cessful communication with different accompanying cues.
Listeners, in turn, attend to gestures more as they are cued to be cen-
tral by the speaker. The heightened communicative value of gestures
in such cases might guide listeners’ visual attention to gestures. For
example, Gullberg and colleagues (Gullberg & Holmgqvist, 1999;
Gullberg & Kita, 2009; but see Gullberg & Holmqvist, 2006) exam-
ined listeners’ visual attention to gestures when gestures are cued to
be central by speakers’ fixations on their own gestures (i.e., auto-
fixations). They found that listeners gazed at gestures more during
auto-fixations, suggesting that visual cues (e.g., speaker’s gaze)
could mark the relevance of the gesture by establishing shared atten-
tion (Enfield, 2009) and guide listeners’ attention to gestures.
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Another hallmark of such foregrounding gestures is the concurrent
use of demonstratives in speech (Cooperrider, 2017). Listeners
might attend to gestures as they are cued to be central to the message
when they are co-produced with demonstratives. To our knowledge,
there is no empirical research on listeners’ attention to gestures when
they are used along with demonstratives.

A follow-up question to whether and how gestures that are cued to
be communicative (i.e., with demonstratives) attract gaze fixations if
these fixations enhance information uptake from gestures. Previous
studies suggested that there is no relation between gazing at gestures
and semantic uptake from gestures as gestures can be processed
peripherally (e.g., Beattie et al., 2010; Gullberg & Kita, 2009). For
example, Gullberg and Kita (2009) found that listeners were more
likely to uptake information from gestures that were initially fixated
by speakers themselves compared to gestures that were not.
However, when listeners’ own fixations to those gestures were ana-
lyzed (auto-fixations), there was no relation between gazing at ges-
tures and information uptake. These findings are also in line with
the sign language literature, showing that peripheral perception is
sufficient for signs to be processed in parallel with overt
visual attention to the face (e.g., Emmorey et al., 2000). However,
Drijvers et al. (2019) showed that only native, but not nonnative lis-
teners’ gazing at gestures predicted how much they benefited from
observing gestures during degraded speech comprehension. These
findings suggest that although nonnative listeners gazed at gestures
more than native listeners, they might be more hindered by degraded
speech and need more cues (i.e., phonological cues in visible
speech) to aid comprehension during degraded speech (Drijvers &
Ozyiirek, 2017, 2018). This suggests that the relation between listen-
ers’ fixations on gestures and comprehension of the message is mod-
ulated by the factors in speech accessibility. We do not know,
however, how other factors, such as the relation between gesture
and explicit cues in speech modulate this relation.

To answer these remaining questions regarding the influence of
communicatively cued gestures by speech on visual attention and
information uptake, we ask whether and how (a) listeners fixate ges-
tures that are co-produced with place-referring demonstratives
(“here”) compared to ones with redundant speech (e.g., “right”)
and (b) gazing at gestures modulates comprehension of the multi-
modal message with different speech and gesture relations.

Gestures in Spatial Language

Gestures have a unique role in spatial language and cognition
(Alibali, 2005; Dargue et al., 2019; Hostetter, 2011). Gestures help
both speakers and listeners when expressing, communicating, and
thinking about spatial information (e.g., Allen, 2003; Chu & Kita,
2008, 2011; Emmorey et al., 2000; Goksun, Goldin-Meadow, et al.,
2013; Hostetter et al., 2011; Ozer et al., 2017; So et al., 2015). One
spatial context in which speakers use an abundant number of gestures
is the descriptions of relative spatial relations (e.g., left-right, on—
under, front-behind, next to) between a figure object (i.e., the object
whose relative position to be located) and a ground object (i.e., the ref-
erence object; Driskell & Radtke, 2003; Goksun, Lehet, et al., 2013;
Holler et al., 2009; Karadoller et al., 2019; Karadoller, Siimer, Unal, &
Ozyijrek, 2021; Karadoller, Siimer, & Ozyiirek, 2021; McNeil et al.,
2000).

Given gesture’s expressive potential, speakers often convey
visual-spatial information such as object size, object location,

manner of movement, and spatial location in gestures rather than
in speech (Beattie & Shovelton, 2006; Emmorey & Casey, 2001;
Holler & Stevens, 2007; Karadoller et al., 2019, Karadoller,
Siimer, & Ozyiirek, 2021; Kita & Ozyiirek, 2003). Speakers tend
to encode spatial information such as object’s size only in their ges-
tures rather than in speech, especially when the size information is
crucial (Beattie & Shovelton, 2006) or when they talk to interlocu-
tors with whom the size information is new (Holler & Stevens,
2007). This suggests that the complementary distribution of infor-
mation expressed by gesture versus speech lies on a continuum dur-
ing utterance production (Goldin-Meadow, 2003). Gestures,
especially for spatial language, often complement and provide addi-
tional meaning to spoken expressions on a semantic level (e.g.,
Beattie & Shovelton, 2006; de Ruiter et al., 2012; Gerwing &
Allison, 2009; Melinger & Levelt, 2005).

Complementing this, studies also showed that observing gestures
enhance listeners’ comprehension of spatial information, mainly
when they express some semantic features such as size, shape, and
the relative position of objects (Beattie & Shovelton, 1999a,
1999b, 2002a; Holler et al., 2009; Hostetter, 2011). The current
study is on the processing of gestures during the comprehension
of spatial relations between objects.

One instance in which gestures are often employed to complement
accompanying speech is the use of spoken deictic constructions (i.e.,
demonstratives) in spatial language. Speakers tend to use gestures
along with demonstratives (e.g., “like this” or “here”) that marks the
relevance and the importance of their gestures for the communication
(e.g., Emmorey & Casey, 2001; Slonimska et al., 2015). The accompa-
nying demonstratives in speech refer to speakers’ gestures and signals
to listeners that an essential part of the message is conveyed through the
gesture channel. For example, a speaker who says, “The candle is
here,” can produce a gesture that shows the right side of the speaker
to express that the candle is on the speaker’s right side (Karadoller
et al,, 2019, 2022). In such a multimodal utterance, the gesture
expresses the critical complementary information to the accompanying
speech and is communicatively cued by speech for the successful com-
prehension. We do not know however whether such contexts enhance
attention to such gestures and information uptake from them.

The Present Study

Following on from these studies, we examined whether and how
listeners allocated direct visual attention to gestures that are
co-produced with different speech contexts. More specifically, we
asked (a) whether listeners gazed at gestures more when they
expressed critical complementary information (i.e., when gestures
are coupled and thus cued communicatively with demonstratives)
compared to redundant information in relation to the accompanying
speech, and (b) whether and how gazing at gestures modulated how
much listeners benefited from observing gestures during the compre-
hension of relative spatial relations. To this end, we used eye-tracking
to record participants’ eye movements, which reflect attention alloca-
tion to gestural information (Posner, 2016). We also tested listeners’
comprehension of the multimodal message with a forced-choice
task for pictures that depicted spatial relations between objects.

Although research suggests that observing gestures facilitates lis-
teners’ comprehension of spatial relations (e.g., Beattie &
Shovelton, 1999a, 1999b, 2002a; Holler et al., 2009), the facilitative
effects of observing gestures might be different for different types
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of spatial relations. Therefore, we tested the comprehension of two
types of spatial relations: viewpoint-dependent (left—right) and
viewpoint-independent (on—under). Viewpoint-dependent spatial
relations such as left—right require viewpoint alignment and pose a
challenge to both speakers and listeners compared to
viewpoint-independent spatial relations such as on—under (Galati &
Avraamides, 2013; Galati et al., 2013; Karadoller, 2022; Keysar et
al., 2000). The gestural expression of left-right directionality poses
a viewpoint coordination problem as left-right gestures that were pro-
duced by the speaker’s egocentric perspective creates an incongruence
between the veridical position in which the gesture is made and the
intended meaning of it (e.g., Miller & Johnson-Laird, 1976).
Indeed, gestures that expressed left-right directionality hindered lis-
teners’ comprehension (Gullberg & Kita, 2009; Hostetter et al.,
2018; Pyers et al., 2015). Therefore, in the current study, we also
tested listeners’ comprehension and visual attention to gestures during
spatial language across different spatial relations that require view-
point alignment or not.

To investigate these questions, we employed an offline comprehen-
sion paradigm in which we presented participants with short video
clips of an actress describing either viewpoint-dependent (left—right)
or viewpoint-independent (on—under) spatial relations between two
objects in three different conditions: (a) only in speech without making
any gesture (speech-only [SO], e.g., saying right while standing still),
(b) both in speech and in gesture (RG, e.g., saying right while gesturing
to the right side), and (c) only in gesture with a demonstrative in speech
(complementary gesture [CG], e.g., saying here while gesturing to the
right side). The actress spoke two sentences: the first sentence intro-
duced the figure and the ground objects (e.g., “There is a vase and a
candle”), the second sentence introduced the relative spatial relation
of the figure object (e.g., “The candle is on the righs”). The actress
made the gesture during the second sentence preceding the spatial
term. After watching the videos while their eye gaze was measured,
participants were asked to choose the picture that best depicts the
described spatial relation among four alternatives to measure their
comprehension. We were interested in accuracy, reaction times
(RTs), and the percent number of fixations to the gestural space, partic-
ularly during the second sentence, which included target information.

For comprehension, we predicted that:

(1) Performance would be the worst (the lowest accuracy and
the longest RTs) when the critical spatial information
was expressed only in gesture (i.e., CG) compared to RG
and SO conditions.

(2) There would be a difference between RG and SO condi-
tions in regard to the type of the spatial relation. For on—
under, participants would be more accurate and faster in
RG than SO condition (Beattie & Shovelton, 1999a;
Holler et al., 2009). For left—right, participants would be
less accurate and slower in RG than in SO condition
(Hostetter et al., 2018; Pyers et al., 2015).

For eye gaze, we predicted that:

(3) Listeners would fixate gestures more in the CG condition
than in the RG condition for both types of spatial relations.
Moreover, this effect could be stronger for left-right than
for on—under.

For the interaction between eye gaze and comprehension, we pre-
dicted that:

(4) Gazing at gestures would be related to enhanced comprehen-
sion. Listeners would be more accurate and faster as they fix-
ate gestures more. Yet, this effect would be more salient for
CG condition than for RG condition, in which the critical
spatial information can be extracted from both channels.
Also, this effect could be stronger for left-right than for
on—under.

Method
Participants

We recruited 51 native Turkish speakers (36 females, M, = 21.2
years, SD,,.=2.6, age range= 18-30 years, M qucation= 15.4
years, SDequcation = 2.55) from Kog University, Istanbul in return
for either course credit or monetary compensation. All participants
were right-handed, had normal or corrected-to-normal vision, nor-
mal hearing, and were not taking any psychiatric or neurological
medication at least 6 months before the testing. All participants
gave informed consent before the experiment, which was approved
by the Institutional Review Panel for Human Subjects of Kog
University.

Materials

The experimental task consisted of short video clips of an actress
describing either viewpoint-dependent (i.e., left—right) or
viewpoint-independent (i.e., on—under) spatial relations between
two objects. In these clips, the actress uttered two sentences and
sometimes made gestures to describe the location of the figure object
in three different conditions: (a) In the speech-only condition (SO),
the actress uttered the sentence with the specific spatial term without
any hand gesture (e.g., the actress said that “There is a vase and a
candle. The candle is on the righr” while standing still), (b) in the
redundant-gesture condition (RG), the actress uttered the sentence
with the specific spatial term and made a gesture that showed the
location of the figure object (e.g., the actress said that “There is a
vase and a candle. The candle is on the right” while showing her
right side), and (c) in the complementary-gesture condition (CG),
the actress uttered the sentence with a demonstrative (i.e., here)
and made a gesture to show the location of the figure object (e.g.,
the actress said that “There is a vase and a candle. The candle is
here” while showing her right side to express that the candle is on
the right of the vase). Figure 1 depicts the different conditions in
the experiment.

All videos displayed the actress from the head to the knees,
appearing in the same starting position (i.e., in the middle of the
screen) with hands casually hanging on each side of the body. The
actress wore black clothes, and the background was white. In each
clip, the actress uttered two sentences: the first sentence introduced
the ground and the figure objects, respectively (e.g., “There is a vase
and a candle”), whereas the second sentence introduced the relative
spatial location of the figure object (e.g., “The candle is on the left/
right/on/under/in” or “The candle is here”). For our speech stimuli,
we made use of an earlier study in which Turkish-speaking adults
were asked to spontaneously describe left—right and on—under spa-
tial relations between a central ground object and figure object
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Figure 1
Three Conditions in the Experimental Task

"*There is a vase and a candle.
The candle is on the right."

"*There is a vase and a candle.
The candle is on the right."

"**There is a vase and a candle.
The candle is here."

4

Speech-Only Condition
(SO)

Note.
temporally overlaps with.

Vazo ve mum var. Mum *sag-da /**bur-da.

Vase and candle there_is. Candle right-LOC / here-LOC.
GROUND FIGURE FIGURE SPATIAL RELATION
‘There is a vase and a candle. The candle is on the right.’
See the online article for the color version of this figure.

(the same set of pictures-to-be-described in Karadoller et al., 2019
study was used as pictures for the response screen in the current
study, see also Karadoller, 2022). In Karadoller et al. (2019)
study, we examined Turkish-speaking adults’ speech on the use of
the figure object, the ground object, and the spatial relation when
describing picture arrays. Based on this examination, we found
that Turkish speakers mainly first introduced the ground object, fol-
lowed by the figure object (e.g., “there is a vase [GR] and a candle
[FIG]”). Then, they tend to present the figure object and its relative
location to the ground object without necessarily naming the ground
object (e.g., “the candle [FIG] is on the right”). To make our stimuli
as natural as possible, we prepared the speech in the current study

Figure 2

4

Redundant-Gesture Condition
(RG)

4

Complementary-Gesture Condition
(CG)

Although written in English on the images, the stimuli originally used in the study were in Turkish. The underlined word denotes the speech that gesture

according to these findings of Karadoller et al. (2019). During the
second sentence, the actress made the gestures with her right hand
and retracted her arm back to the initial position. For left—right ges-
tures, the actress extended her arm up to the side of her left/right arm.
For on—under gestures, the actress made the gestures around her
torso, right hand showing slightly above to the face for showing
“on,” and slightly below to the feet for “under.” Figure 2 presents
the left-right and the on—under gestures used in the experimental
paradigm. For filler trials, we also included clips with “in.”
Participants saw videos in which the actress described the “in” spa-
tial relation for all the three conditions (10 trials per condition, 30 fil-
ler trials in total). However, these trials were fillers and not used for

Left—Right and On—Under Gestures That Were Used in the Experimental Task

left

right

under

Note.

See the online article for the color version of this figure.
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the analyses. All videos were 5-s long. The critical target word (e.g.,
“left” or “here”) started around 3,200 ms after the onset of the video.
The onsets of gesture preparation and stroke were around 2,700 ms
and 3,400 ms after the onset of the video. We inserted the audio
files of SO videos (i.e., the videos in which the actress does not
make any gesture) into the videos in which the actress used a gesture.
When a speaker makes a gesture, the prosodic prominence of the
gesture’s referent is altered in speech (Krahmer & Swerts, 2007).
We recorded SO versions for each trial with a gesture component.
We then swapped the audio files to eliminate the possible confound-
ing effects of this altered prosodic prominence among conditions.

Procedure

Participants were tested in a dimly lit soundproof room on a 17-in.
Acer laptop on which a mouse, headphones, and eye-tracking device
were connected. Participants were instructed to watch the short video
clips and then choose the picture that best depicted the spatial rela-
tion described in the video among four alternatives. In the response
screen, they were presented with four pictures showing different spa-
tial relations between the same figure and the ground object. Ground
objects were always in the center of the pictures, and the figure
object’s location in relation to the ground object changed in each pic-
ture. They were asked to choose the correct picture by clicking with
the mouse as accurately and fast as possible (see Figure 3 for a sam-
ple response screen). In a canonical trial, participants were presented
with a “Get Ready!” screen for 800 ms, followed by a brief preview
of the response screen (i.e., picture array) for 500 ms to familiarize
participants with the appearances of the figure and the ground
objects before they listened to the spatial descriptions. Then, partic-
ipants saw the fixation cross for 1,000 ms, followed by the video for
5,000 ms. After the clip, the self-timed response screen appeared,
and the participants clicked on one of the pictures in the array
with the mouse. Figure 3 depicts a sample trial. In the experimental
task, we measured participants’ accuracy (correct—incorrect) and
RTs to respond, which were time-locked to the onset of the response
screen as gesture strokes had slightly varying onsets across preced-
ing videos.

Before starting the experimental task, participants went through
familiarization and practice sessions. In the familiarization session,
participants saw seven pictures depicting different spatial relations
between two different objects and written labels for each spatial rela-
tion (i.e., left, right, front, behind, on, under, in; please note that
front—behind were not used in the video stimuli, however, these spa-
tial relations were depicted in the pictures as foils during the

Figure 3
A Sample Trial in the Experimental Task

Hazirlanin!

Preview
500ms

Get Ready!
800ms

Note. See the online article for the color version of this figure.

Fixation
1000ms

response screen). Later, the experimenter demonstrated the task
with five examples for each spatial relation used in the experiment
(i.e., left—right, on—under, in). After familiarization, the participants
completed 12 practice trials and were given oral feedback (correct—
incorrect) by the experimenter. After these trials, participants have
seated approximately 70 cm away from the computer and were
instructed to limit their movements during the session. We used
Tobii Pro X3-120 to monitor eye movements at a sampling fre-
quency of 120 Hz. Participants underwent a nine-point calibration
and validation procedure. The calibration proceeded until the dis-
crepancy between the calibration point and the participant’s eye
gaze was <1°.

The participants completed 150 trials in total, 10 for each spatial
relation and condition: 10 x 5 spatial relations (right, left, on, under,
in) x 3 conditions (speech-only, redundant gesture, complementary
gesture). Out of 150 trials, 120 were experimental trials, and the
rest (“in”) were filler items. All trials were presented randomly
in E-Prime 3.0 with Tobii extension. The experiment lasted
approximately 30 min in total. The exemplar stimuli and the
E-Prime code for the experimental task can be found in Open
Science Framework repository at https:/osf.io/vkhf5/?view_only=
cf38e23f09a74737999385a1b46de0e2.

Analyses and Results

We only analyzed 120 experimental trials (excluding filler items
of in) per participant. For analyses related to the task performance,
there were 6,120 responses (120 x 51 participants). For RT, we dis-
carded outliers that were two standard deviations above or below the
mean (n =196, 3.2%) and incorrect responses (n =438, 7.16%).
See Table S1 in the online supplemental materials for the number
of analyzed items in each condition. For the eye-gaze data, we
excluded two participants due to an experimental error for eye-
tracking. We discarded trials with a track loss of 25% and higher
and trials in which all the fixations were in non-AOI space for the
time-of-interest (n = 85, 1.45%).

Eye-Tracking Analyses

The eye movements were automatically coded as fixations and
saccades using Tobii Pro Lab algorithms with Tobii Pro I-VT
Filter in which the velocity threshold is set to 100°/s. We defined
two areas of interest (AOIs): face and gestural space (see
Figure S1 in the online supplemental materials). The gestural
space AOI started from the upper neck of the actress and ended at

Video
5000ms

Response Screen
self-timed
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the hand wrists when her arms hung casually on her sides (see
Drijvers et al., 2019 for a similar approach). We created the gestural
space AOI length based on the x-coordinates that correspond to the
furthest point in which a gesture was made on the screen. The size
and the location of the AOIs were equal across videos. We measured
the proportion of the number of fixations to the gestural space and the
face AOIs only during the second sentence in the video, which
included the target information and the gesture. Table S2 in the
online supplemental materials shows the proportion of the number
of fixations and the proportion of the total fixation duration to
each AOI relative to the total number of fixations to the entire screen
(i.e., AOI + non-AOI spaces) and the total time of the video, respec-
tively. However, for analyses, we calculated the proportion of the
number of fixations to the gestural space relative to the total number
of fixations to the gestural space and the face AOIs (i.e., fixations to
gestures divided by the sum of fixations to the gesture + face).

Mixed-Effects Analyses

We used multi-level mixed-effects models to incorporate all data
variance in our analyses. We used the logistic version of the model
for binary outcome variables (i.e., accuracy). In all models, the ran-
dom effects included the random subject- and item-intercepts. We per-
formed all analyses with lme4 package (Bates et al., 2015) on R Studio
(RStudio Team, 2020). In generalized (i.e., logistic) models, we used
“bobyqa” optimizer that maximized the number of iterations per-
formed in a model to alleviate possible convergence problems
(Powell, 2009). We used car package (Fox & Weisberg, 2019) to
obtain Type-III Wald Chi-Square Test results, which showed whether
the inclusion of each term in a model (i.e., explanatory variables) sig-
nificantly improved the model. We reported Bonferroni-adjusted pair-
wise comparisons by emmeans package in R (Lenth, 2021). We used
ggplot2 (Wickham, 2016) and jtools (Long, 2020) packages for data
visualization. The R code and the datasets are available in the Open
Science Framework repository at https:/osf.io/vkhf5/?view_only=
cf38e23f09a74737999385a1 b46de0e2.

Results
Experimental Task Performance Results

First, we asked how task performance differed across conditions
and spatial relation types. In Model 1, the outcome variable was
accuracy, and in Model 2, the outcome variable was RT. The fixed
factors included the main effects of the condition, the spatial relation
type, and the two-way interaction between them. Descriptive statis-
tics about accuracy and RT for each condition can be found in
Table S1 in the online supplemental materials.

For accuracy (Model 1, see the left graph in Figure 4), there was a
main effect of the condition, y*(2) = 69.74, p < .001. CG condition
was associated with lower accuracy by —1.11 + 0.18 compared to
SO condition (z=—6.10, p <.001) and by —1.42 + 0.19 com-
pared to RG condition, z= —7.47, p <.001. There was no differ-
ence between RG and SO conditions, z =1.49, p = .41. There was
also a main effect of the spatial relation type, x*(1)=13.83,
p <.001. Across all conditions, on—under trials were associated
with decreased accuracy by —0.52 + 0.16 compared to left-right
trials, z = —3.34, p < .001. There was no interaction between condi-
tion and spatial relation type, x*(2) = 2.13, p = .35.

For RT (Model 2, see the right graph in Figure 4), there was no
main effect of the condition, X2(2) =5.61, p=.06. Yet, there was
a main effect of the spatial relation type on RTs, x*(1) =31.82,
p <.001. For all conditions, on—under trials were associated with
increased RTs by 156 + 27.7 compared to left-right trials, z=
5.63, p < .001. There was no interaction between condition and spa-
tial relation type, x*(2) = 0.36, p = .84.

In sum, we found that participants have lower accuracy in CG con-
dition compared to RG and SO conditions. Participants also have
lower accuracy and slower RTs for on—under trials compared to
left-right trials. There were no differences between RG and SO con-
ditions for either accuracy or RT.

Eye-Tracking Results

Table S2 in the online supplemental materials presents descriptive
statistics for the proportions of the total number of fixations and the
fixation duration to the face and the gestural space AOIs across dif-
ferent conditions. Participants, on average, spent 23% of the total
viewing time fixating to the gestural space and around 70% of the
total viewing time fixating to the face.

We asked how the proportion of fixations to the gestural space
during the second sentence’ changed across conditions and spatial
relation types (Model 3, see Figure 5). The fixed effects included
the main effects of the condition, the spatial relation type, and the
two-way interaction between them. Please note that although there
were no gestures in the SO condition, we still measured eye gaze
to the gestural space in this condition to have a baseline measure
against the other two conditions with gestures. There was a main
effect of the condition, ¥*(2) =214.91, p < .001. For both spatial
relation types, CG condition was associated with an increased pro-
portion of fixations to the gestural space by .21 + .01 compared to
SO condition (z = 14.32, p <.001) and by .06 + .01 compared to
RG condition, z = 4.45, p < .001. The proportion of fixations to ges-
tural space was also higher in the RG condition compared to SO con-
dition by .14 + .01,z =19.87, p <.001. There was also a main effect
of the spatial relation type, x*(1) = 4.47, p = .03. Across all condi-
tions, on—under trials were associated with increased proportions
of fixations to the gestural space by .02 + .01 compared to left—
right trials, z=2.12, p = .03. There was no interaction between con-
dition and spatial relation type, x*(2) = 1.03, p = .60.

In sum, participants fixated gestures more in the CG condition
compared to the RG condition. Also, they fixated on the gestural
space for on—under trials more compared to left-right trials.

Eye-Tracking and Experimental Task Performance Results

Last, we asked how gazing at gestures during the second sentence
related to task performance (accuracy in Model 4 and RT in Model 5)
across different conditions and spatial relation types. The fixed
effects in these models included the main effects of the condition,
the spatial relation type, the proportion of fixations to the gestural

! We also analyzed the proportion of fixations to gestural space during the
first sentence (i.e., the introductory sentence that was equal across trials and
during which there were no gestures). Results showed that fixations to ges-
tural space during the first sentence did not differ across conditions,
x*(2)=0.75, p=.69, and spatial relation types, x*(1)=0.41, p=.52.
There was also no interaction between condition and spatial relation type,
xX(5)=4.52, p= 48.
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Figure 4

Accuracy (Left) and RTs (Right) Across Different Conditions and Spatial Relation Types
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space, and the two- and three-way interactions between these vari-
ables. Please note that we only included the RG and the CG condi-
tions in Models 4 and 5 as there were no gestures in the SO condition.

Accuracy results (Model 4, see the top graph in Figure 6) showed
no main effect of gazing at gestures, x*(1) = 0.45, p = .50. There
were no two-way interactions between gazing at gestures and condi-
tion, (1) = 2.68, p = .10, or between gazing at gestures and spatial
relation type, Xz(l) =2.52, p=_.11. There was also no three-way
interaction between gazing at gestures, condition, and spatial relation
type, x*(1) = 0.10, p = .76.

RT results (Model 5, see the bottom graph in Figure 6) revealed a
main effect of gazing at gestures, y*(1) = 7.63, p = <.001. Higher

Figure 5
The Proportion of the Number of Fixations to the Gestural Space
AOI Across Different Conditions and Spatial Relation Types
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Note. The brackets represent 95% confidence intervals. AOI = areas of
interest. See the online article for the color version of this figure.

proportions of fixations to gestural space were associated with longer
RTs by 80.48 + 30.64, t =2.63, p <.0l. There were no two-way
interactions between gazing at gestures and condition, x*(1) =
2.89, p=.09, between gazing at gestures and spatial relation type,
x*(1) =2.06, p = .15. There was no three-way interaction between
gazing at gestures, condition, and spatial relation type, x*(1) =
1.66, p = .20.

In summary, we found that gazing at gestures did not relate with
accuracy. However, fixations to gestures were associated with
increased RTs across conditions and spatial relation types.

Discussion

This study investigated how listeners attend to and process ges-
tures during spatial language comprehension when gestures have
different semantic relations to speech and are communicatively
cued differently by speech. Specifically, we asked whether and
how (a) listeners gazed at gestures that are co-produced and thus
cued to have heightened communicative importance for the compre-
hension of message by demonstratives in speech and (b) gazing at
gestures modulated listeners’ comprehension of multimodal mes-
sage for spatial language. Additionally, we asked whether these
measures were modulated by the type of spatial relation: viewpoint-
dependent (left—right) and viewpoint-independent (on—under) spa-
tial relations.

Our results showed that (a) as we predicted, comprehension got
hindered when gestures were complementary to speech (i.e., when
used along with demonstratives) and more for on—under than left—
right, (b) contrary to our predictions, comprehension did not differ
across RG and SO conditions for both spatial relation types, (c) in
line with our prediction, listeners fixated gestures more when they
complemented demonstratives compared to when expressed redun-
dant information to the accompanying speech for both spatial
types, and (d) unlike our prediction, gazing at gestures did not relate
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Figure 6

Accuracy (Top) and RTs (Bottom) as a Function of Gesture Gazing Across Different Conditions and

Spatial Relation Types
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to increased information uptake regardless of the type of spatial
relations

Task Performance: How Does Observing Gestures Affect
Listeners’ Comprehension of Different Types of Spatial
Relations?

Contrary to earlier evidence suggesting that observing gestures
facilitate listeners’ comprehension (Beattie & Shovelton, 1999a,
1999b, 2002a; Holler et al., 2009; Hostetter et al., 2018), our results
demonstrated no difference in accuracies or RTs across multimodal
(speech + gesture, i.e., RG) and unimodal (i.e., SO) encodings for
both types of spatial relations (for null effects, see Goldin-Meadow
& Singer, 2003; Kelly & Goldsmith, 2004; Krauss et al., 1995;
McNeil et al., 2000). Gestures might be particularly beneficial for

comprehension (i.e., compared to SO) in challenging communicative
situations (e.g., degraded speech or nonnative comprehension,
Drijvers & Ozyijrek, 2018; Holle et al., 2010; Sueyoshi &
Hardison, 2005) or for people with less language proficiency (e.g.,
children vs. adults, Hostetter, 2011). However, in the current study,
we tested verbally competent adults who were native listeners in
clear speech comprehension. In addition, average accuracies for RG
(96%) and SO (95%) conditions showed a ceiling effects, suggesting
that participants might have found the task easy, and there may not be
room for gestural enhancement. However, in line with our predictions,
we found that participants were less accurate when gestures were the
only source of information (when they were used with a demonstra-
tive) for the successful comprehension compared to the other two con-
ditions in which the spatial relation was expressed in the spoken
modality (RG and SO). This suggests that participants could extract
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categorical spatial information (e.g., leftness) more readily from
speech compared to gestures, particularly when gestures do not con-
vey more nuanced categorical spatial relation, such as bottom left.

We predicted that comprehension would be lower for viewpoint-
dependent spatial relations (left—right) compared to viewpoint-
independent spatial relations (on—under) as left-right gestures that
were executed by the speaker’s egocentric perspective require view-
point alignment between interlocutors (Galati et al., 2013; Hostetter
et al., 2018; Karadoller, Siimer, Unal, & Ozyiirek, 2021; Keysar et
al., 2000). However, as a reverse effect, our results showed that par-
ticipants had lower accuracies and longer RTs for on—under com-
pared to left—right across all conditions. There might be several
reasons for the current finding. First, participants might find it chal-
lenging to distinguish on versus under gestures as they were exe-
cuted in a smaller and vertical gesture space with subtle
differences in hand movements instead of left-right gestures that
were executed in a larger and horizontal gesture space and indexed
the location more broadly with gross hand/arm movements.
Second, figure and ground objects were always in contact in our
stimuli set for the on—under spatial relations. In contrast, objects
always stand apart from each other in left-right spatial relations.
Especially for “under” relations, in most pictures, only a portion
of the figure object was visible as the ground object occluded it.
This might have hindered participants’ performance as they had
problems distinguishing objects. Third, people might have certain
beliefs on which figure-ground object pairs afford on—under spatial
relations. We generally tend to think of the bigger object as the
ground when conceptualizing on—under relations with contact. For
example, we tend to conceptualize that “the pencil is on the
paper” instead of “the paper is under the pen.” Although the ground
objects were always bigger than figure objects in our stimuli set, par-
ticipants might still get confused about whether and how figure-
ground object pairs afford on—under relations compared to left—
right relations devoid of this problem. Future work should pay atten-
tion to these stimuli characteristics and the use of space for spatial
relations while designing studies.

Eye Gaze: How Do Listeners Fixate Complementary
Versus Redundant Gestures for Different Types of
Spatial Relations?

Participants looked at the gestural space approximately 25% of the
total viewing time when there was a gesture (excluding SO condi-
tion, see Table S2). This proportion is higher compared to the previ-
ous findings (e.g., 0.5% in Gullberg & Holmgqvist, 1999; 8% in
Gullberg & Kita, 2009; 9.3% in Yeo & Alibali, 2017). However,
it is important to note that this difference between visual attention
to gestures might stem from differences in the size of gestural
space AOIs, which were operationalized as fixations directly to
hands instead of a rather larger space in which gestures are executed
(but see Drijvers et al., 2019 for a similar approach). In the current
study, we preferred to use a rather larger gestural space for fixations
as the gestures that were used in the current paradigm were deictic
(i.e., locational) gestures. In such a case, the location information
can be extracted by gross hand and arm movements without neces-
sarily requiring information uptake from the hand configuration.
Thus, differences across earlier studies and the current study might
stem from coding artifacts. Moreover, earlier studies measured eye
movements in relatively more natural communication settings such

as live interactions (e.g., Gullberg & Holmgqyvist, 1999) or in videos
with speakers selected from the corpus (e.g., Gullberg & Kita, 2009;
but see Yeo & Alibali, 2017). In those studies, gestures were not
acted as they were in the current paradigm. Rather, gestures in earlier
studies were more natural and part of the continuous visual noise,
embedded in speech. In the current paradigm, however, gestures
were scripted and stood out as visual singletons in the videos,
which might attract more visual attention.

Crucially in line with the main prediction of the current study, our
results showed that listeners gazed more at gestures that complement
speech (with demonstratives) compared to the ones that expressed
redundant information to speech. Earlier research showed that
when gestures provide a better and an alternative channel of informa-
tion than speech, listeners allocate more overt visual attention to
those gestures, as in the case of communicating in a nonnative lan-
guage (e.g., Drijvers et al., 2019), when gestures resolve speech
ambiguity (e.g., Yeo & Alibali, 2017), or when speech is less infor-
mative (van Nispen et al., 2022). Potentially, listeners actively forage
alternative sources of disambiguating information when there are
certain insufficiencies in speech, which also guides visual attention
to gestures. This suggests that gestures might have heightened com-
municative value, depending on the quality of the speech. However,
it is important to demarcate this from other factors such as explicit
cues that signal the gesture to be communicative. Listeners might
also passively attend to gestures when they are signaled to be central
for the successful comprehension of the multimodal package by
speaker’s explicit cues. One such case is when gestures are
co-produced with demonstratives (Cooperrider, 2017). The current
study is among the first to investigate visual attention to gestures
that are used along with demonstratives. We showed that the height-
ened communicative value of gestures as signaled by the concurrent
use of demonstratives guides listeners’ attention to gestures. This
also aligns with the evidence that visual cues, such as speakers’ fix-
ations to their own gestures (i.e., auto-fixations), also marks the
importance and the relevance of speakers’ gestures and direct listen-
ers’ attention to those gestures (Gullberg & Holmqvist, 1999;
Gullberg & Kita, 2009; see Emmorey et al., 2008 for a similar find-
ing in sign language).

We also found that listeners gazed at on—under gestures more com-
pared to left—right gestures across both redundant- and CG conditions.
This might emerge from differences in hand and arm movements
across left-right and on—under gestures discussed above. The lefi—
right gestures were executed in a larger space with gross hand/arm
movements in an indexical manner to show left versus right space,
whereas on—under gestures were executed in a smaller space with
less gross hand movements. However, although left versus right ges-
tures were executed comparable articulatory spaces in relation to the
torso, there were differences in terms of gestural space across on ver-
sus under gestures (see Figure 2). That is why, we carried out extra
analyses to examine fixations to gestures across left versus right and
on versus under gestures, separately (see online supplemental materi-
als). Results showed that participants’ fixations to the gestural space
did not differ across left versus right gestures for both the redundant-
and the CG conditions. However, participants fixated gestural space
more for “under” gestures that were executed in a lower peripheral
space than “on” gestures both for the redundant- and CG conditions.
This finding aligns with earlier evidence showing that gestures that
were executed in the peripheral space (i.e., away from the body and
the face) might attract more attention, particularly for the gestures
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that are produced in the vertical axis (Gullberg & Holmqvist, 1999).
Thus, differences across left-right versus on—under gestures might
particularly stem from “under” gestures that were executed in a
lower peripheral space compared to other gestures.

Eye Gaze and Comprehension: Does Gazing at Gestures
Relate to How Much Listeners Benefit From Observing
Gestures?

We predicted that gazing at gestures would be related to enhanced
comprehension. However, our results showed no relation between
gazing at gestures and comprehension for accuracy measure (see
Beattie et al., 2010; Gullberg & Kita, 2009; but see Drijvers et al.,
2019, for null effects). This suggests that in the current paradigm,
the information conveyed through gestures can be extracted periph-
erally without necessarily fixating to them. This finding aligns with
our eye-gaze finding that listeners might “obediently” attend to those
gestures as they are cued by an explicit signal (i.e., demonstrative)
with no apparent benefit for comprehension (Cooperrider, 2017).

Although we did not find any relation in accuracy, our results sug-
gested that overall fixations to gestures were related to slower RTs.
We believe that this effect might be due to problems differentially
related to on—under versus left-right gestures that were used in the
current paradigm. First for on—under gestures, we showed that
although participants fixated gestures more when they comple-
mented speech, they had lower accuracy in that condition. This
shows that although participants fixate gestures more when they
are cued to be informative by speech (i.e., in the CG condition), ges-
tures might require speech to be interpreted. This is particularly the
case for on—under gestures. Participants had harder time to distin-
guish on—under gestures that were executed in a smaller space in
the vertical axis. On the other hand, left-right gestures indexed loca-
tion in a relatively wider and distinguishable gestural space, consid-
ering the body as the ground/relatum. Second, complementing this,
our results showed that participants were slower to respond as they
fixated gestures more across both redundant- and CG conditions
for both left-right and on—under gestures. We believe this might
stem from the fact that locational gestures might require extra cogni-
tive processing, which eventually lead to slower responses: the mis-
matching location indexed by left-right gestures and the relatively
indistinguishable on—under gestures might create extra cognitive
burden for listeners (Hostetter et al., 2018).

One important area that should be investigated in further research
is the mechanisms that govern individual differences in visual atten-
tion to gestures (see Ozer & Goksun, 2020a for review). It is mostly
unknown how individual differences in cognitive resources (e.g.,
spatial and verbal skills, Hostetter & Alibali, 2011; Nagels et al.,
2015; Ozer & Goksun, 2020b) relates to visual attention to and pro-
cessing of gestures. Future work could examine the relation between
gazing at gestures and information uptake by employing more
implicit measures of processing (such as electrophysiological and
neuroimaging measures, Ozyiirek et al., 2007; Willems et al.,
2009) or different measures of attention allocation, such as pupil
size (Binda et al., 2014).

Conclusion

This study investigated listeners’ visual attention to gestures as a
function of the information value of gestures, cued by the speech

(i.e., demonstratives). We demonstrated that listeners allocated
more overt visual attention to gestures when they complemented
demonstratives in speech than when they expressed redundant infor-
mation that has been already present in the speech. However, direct
visual attention to gestures did not modulate listeners’ comprehen-
sion. These results suggest that gestures that are cued to be central
by explicit signals, such as demonstratives in speech, guides listen-
ers’ visual attention. However, listeners can process gestures periph-
erally without fixating them as fixating gestures that are cued to be
communicative have no apparent benefit for comprehension.
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