Neural tracking of speech envelope does not unequivocally reflect intelligibility
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\textbf{A B S T R A C T}

During listening, brain activity tracks the rhythmic structures of speech signals. Here, we directly dissociated the contribution of neural envelope tracking in the processing of speech acoustic cues from that related to linguistic processing. We examined the neural changes associated with the comprehension of Noise-Vocoded (NV) speech using magnetoencephalography (MEG). Participants listened to NV sentences in a 3-phase training paradigm: (1) pre-training, where NV stimuli were barely comprehended, (2) training with exposure of the original clear version of speech stimulus, and (3) post-training, where the same stimuli gained intelligibility from the training phase. Using this paradigm, we tested if the neural responses of a speech signal was modulated by its intelligibility without any change in its acoustic structure. To test the influence of spectral degradation on neural envelope tracking independently of training, participants listened to two types of NV sentences (4-band and 2-band NV speech), but were only trained to understand 4-band NV speech. Significant changes in neural tracking were observed in the delta range in relation to the acoustic degradation of speech. However, we failed to find a direct effect of intelligibility on the neural tracking of speech envelope in both theta and delta ranges, in both auditory regions-of-interest and whole-brain sensor-space analyses. This suggests that acoustics greatly influence the neural tracking response to speech envelope, and that caution needs to be taken when choosing the control signals for speech-brain tracking analyses, considering that a slight change in acoustic parameters can have strong effects on the neural tracking response.

1. Introduction

Speech presents inherent rhythmic dynamics (Ding et al., 2017; Greenberg et al., 2003) to which brain activity synchronizes. Neural dynamics in the delta range (1–4 Hz) and theta range (4–8 Hz) in particular follow the slow temporal structure of speech (Ahissar et al., 2001; Gross et al., 2013; Luo and Poeppel, 2007). This neural tracking of speech envelope is thought to be an important mechanism that would contribute to syllabic and phrasal level segmentation (Greenberg et al., 2003) therefore influencing speech perception (Giraud and Poeppel, 2012; Peelle and Davis, 2012). Yet, a longstanding debate resides on the exact mechanistic role of neural tracking in speech processing (Ding and Simon, 2014; Doelling and Assaneo, 2021; Kösem and van Wassenhove, 2017; Lakatos et al., 2019; Obleser and Kayser, 2019).

Speech comprehension requires a complex series of processing stages to extract meaning from sound. Therefore, neural envelope tracking could affect speech comprehension by modulating early auditory analysis, and/or later abstract linguistic processing. In the present paper, we asked which processing stages neural envelope tracking is involved in.

To test if neural envelope tracking has a specific role in speech processing, experimental designs usually contrast the neural response to speech with the response to an unintelligible “control” signal. The control often results from a modulation of the clear speech’s acoustics, for instance by reversing temporally the speech signal or varying its temporal properties (Ahissar et al., 2001; Broderick et al., 2018; Di Liberto et al., 2015; Doelling et al., 2014; Gross et al., 2013; Howard and Poeppel, 2010; Hincapié-Casas et al., 2021; Kayser et al., 2015; Peškou et al., 2017), by degrading the spectral resolution (Chen et al., 2022; Hincapié-Casas et al., 2021; Meng et al., 2021; Molinaro and Lizarazu, 2018; Peelle et al., 2013), or by changing the auditory background (Ding and Simon, 2013; Rimele et al., 2015; Zion Golumbic et al., 2013; Zoefel and VanRullen, 2015b). These studies mostly report
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that neural envelope tracking is stronger when listening to intelligible speech as compared to unintelligible signals in both theta (Ahissar et al., 2001; Doelling et al., 2014; Peelle et al., 2013) and delta ranges (Di Liberto et al., 2015; Ding and Simon, 2013; Doelling et al., 2014), although some failed to observe a direct link between neural envelope tracking strength and intelligibility (Hincapié-Casas et al., 2021; Howard and Poeppe, 2010; Pefkou et al., 2017; Zoefel and VanRullen, 2015c). Yet, as speech’s intelligibility covaries with acoustical changes, it is unclear from these findings whether changes in neural envelope tracking reflect linguistic processing, or whether changes in acoustics alone can modulate neural envelope tracking (Ding et al., 2013; Kösem and Van Wassenhove, 2017; Meng et al., 2021; Pinto et al., 2022; Glushko et al., 2022; Chalas et al., 2023).

In this current study, therefore, we directly dissociated the contribution of neural envelope tracking in the processing of speech acoustic cues from those related to linguistic processing. To achieve this, we examined the neural changes associated with the comprehension of Noise-Vocoded (NV) speech (Davis et al., 2005; Shannon et al., 1995). The intelligibility of a NV sentence is dependent on its amount of spectral degradation, as directly indexed by the number of frequency bands used in the noise-vocoding procedure (Davis et al., 2005). However, the intelligibility of initially unintelligible NV speech can be recovered by training (specifically via exposure to the original clear version of the sentence) (Dahan and Mead, 2010; Sohoglu and Davis, 2016). We recorded the cortical activity using magnetoencephalography (MEG) while participants listened to NV sentences in a 3-phase training paradigm: (1) pre-training, where the NV stimulus was barely comprehended, (2) training with exposure of the original clear version of speech stimuli, and (3) post-training, where the same stimulus was more intelligible after the training phase (Fig. 1). Using this paradigm, we tested if the neural responses to a speech signal were modulated by its intelligibility without changing its acoustic structure. To test the influence of spectral degradation on neural envelope tracking independently of training, participants were listening to two NV type of sentences (4-band and 2-band NV speech), but were trained to understand only 4-band NV speech.

2. Materials and methods

2.1. Participants

Thirty-two participants were recruited. The experimental procedure was approved by the local ethics committee (CMO region Arnhem-Nijmegen), and all participants gave informed consent in accordance with the Declaration of Helsinki. All participants were right-handed native Dutch speakers, and had no known history of neurological, language, or hearing problems. One participant was excluded because she was unable to finish the experiment; leaving thirty-one participants (15 females; mean ± SD, 23 ± 3.1 years) in the analysis.

2.2. Stimuli

We used the same NV speech stimuli as in previous behavioral and MEG studies (Dai et al., 2017, 2022). The original speech were selected from a corpus with daily conversational Dutch sentences, digitized at a 44,100 Hz sampling rate and recorded either by a native male or a native female speaker (Versfeld et al., 2000). The stimulus set was created and validated as efficient measurement of the speech reception threshold (Versfeld et al., 2000), so that sentences from this set were equally intelligible in adverse listening conditions. Each sentence consisted of 5–8 words (e.g., ‘Mijn handen en voeten zijn ijskoud’, in English: ‘My hands and feet are freezing’). Two semantically independent sentences recorded by the same speaker were combined into one stimulus, separated by a 300-ms silence gap (average duration = 4.2 s, min = 4.0 s, max = 4.5 s). In total, 160 stimuli were constructed, half of them were spoken by the male speaker and half by the female speaker. The two-sentence stimuli were then manipulated by noise-vocoding (Shannon et al., 1995) with Praat software (Version: 6.0.39 from http://www.praat.org), using either 4 or 2 frequency bands logarithmically spaced between 50 and 8000 Hz, resulting in 80 trials per noise-vocoding condition. The same 2-band and 4-band NV stimuli were presented to all participants. As the 2-band and 4-band NV stimuli were generated with distinct spoken segments their temporal envelope was uncorrelated. The noise-vocoding technique degrades the spectral content of the acoustic signal (i.e., the fine structure) but keeps the temporal information (i.e., speech envelope) largely intact (Fig. S1 describes power and modulation spectra (Ding et al., 2017) of the speech materials). All stimuli were presented at ~70 dB SPL.

2.3. Procedure

The training used in this MEG experiment was similar to our previous studies (Dai et al., 2017, 2022), but combined with more testing trials. The experiment included three phases: pre-training, training, and post-training. In the pre-training and post-training phases, the participants were tested on their ability to understand the 4-band and 2-band vocoded speech stimuli. For each trial, participants heard a speech stimulus binaurally and were asked to repeat the sentences afterwards. Participants’ responses were recorded by a digital microphone with a sampling rate of 44,100 Hz. In both pre-training and post-training phases, participants were exposed to the same 160 trials, with the order of
presentation fully randomized in each phase. In between pre-training and post-training, participants performed a training session to improve the intelligibility of the 4-band vocoded speech stimuli. For this, they were presented one time to the clear version of a trial, followed by the vocoded version of that trial; simultaneously, to enhance the training effect, they could read the written version of the trial on a computer screen. 2-band vocoded speech was not trained in this phase. The participant remained in the MEG during training session, which lasted for about 20 min. The experiment was implemented using Presentation software (Version 16.2, www.neurobs.com), and took about 70 min in total.

2.4. Behavioral analysis

The intelligibility of vocoded speech was measured by calculating the percentage of correct content words (excluding function words) in participants’ reports for each trial. Words were regarded as correct if there was a perfect match (correct word without any tense errors, singular/plural form changes, or changes in sentential position). The percentage of correct content words was chosen as a more accurate measure of intelligibility based on acoustic cues than percentage correct of all words, considering that function words can be guessed based on the content words (Brouwer et al., 2012). A two-way repeated-measures ANOVA was performed with factors of NV band (trained 4-band and untrained 2-band) and Time (pre- and post-training). As the data violated the assumption of homogeneity of variance (Levene’s statistic (absolute) 30.6, p < 0.001), we also performed non-parametric statistical testing on the interaction effect using Wilcoxon Signed-rank test statistic.

2.5. MEG measurement

MEG data were recorded with a 275-channel whole-head system (CTF Systems Inc., Port Coquitlam, Canada) at a sampling rate of 12000 Hz (with anti-aliasing low-pass filter at 300 Hz) in a magnetically shielded room. Data of four channels (MLC11, MLC22, MLF62, MRF66) were not recorded due to channel malfunctioning. Participants were seated in an upright position. Head location was measured with two coils in the ears (fixed to anatomical landmarks) and one on the nasion. To reduce head motion, a neck brace was used to stabilize the head. Head motion was monitored online throughout the experiment with a real-time head localizer and if necessary corrected between the experimental blocks. The speech signal was delivered through plastic air tubes connected to foam earpieces in the MEG scanner.

2.6. MEG data preprocessing

MEG Data analysis was conducted in MATLAB using the FieldTrip toolbox (fieldtrip-20,190,327) (Oostenveld et al., 2011) during pre-training and post-training sessions. Trials were defined as data between 500 ms before the onset of sound signal and 4000 ms thereafter. Three steps were taken to remove artifacts. Firstly, trials were rejected if the range and variance of the MEG signal differed, on visual inspection, by at least an order of magnitude from the other trials of the same participant. Secondly, independent component analysis (ICA) was performed. Data was decomposed into 270 independent components. Based on visual inspection of the ICA components’ time courses and scalp topographies, components showing clear signature of eye blinks, eye movement, heartbeat and noise were identified and removed from the data. On average 7 (SD = 2) independent components were removed with this procedure. Data was back-projected to sensor space after removal of the bad ICA components. Visual inspection of trials was performed again after ICA component rejection, and trials were rejected based on the range and variance. In total, 16 trials (5% of total trials, SD = 8) were removed, resulting in an average of 304 included trials per participant (average number of trials in condition pre-training 4-band: 76 (SD = 3), post-training 4-band: 77 (SD = 2), pre-training 2-band: 75 (SD = 3), post-training 2-band: 76 (SD = 2)).

2.7. MEG analysis

Region of Interest: A data-driven approach was first performed to identify the reactive channels for sound processing. Event-related fields were computed between (-300, 400 ms) relative to sentence onset. For ERF analyses, epoched data was low-pass filtered at 35 Hz, and baseline-corrected using a baseline window (-300, 0 ms) relative to sentence onset. The M100 (within the time window between 80 and 120 ms after the first word was presented) response was measured on the data over all experimental conditions, after planar gradient transformation. We selected the 6 channels with the relatively strongest response at the group level on each hemisphere, and the averages of these channels were used for all subsequent analysis. The locations of the identified channels cover the classic auditory areas (Fig. 3A). Description of M100 responses per condition is provided in supplementary Fig. S2.

Speech-brain coherence: Magnitude-squared coherence between the broadband envelope of the speech signal (env) and MEG activity for each sensor (brain) for each frequency f, following the formula:

\[
\text{Coh}_{\text{speech-brain}}(f) = \frac{\left| \text{CSD}_{\text{speech-brain}}(f) \right|^2}{\left| \text{ASD}_{\text{speech}}(f) \right|||\text{ASD}_{\text{brain}}(f)|}
\]

Where \( \text{CSD}_{\text{speech-brain}} \) represents the cross-spectral density between speech and brain signals, and \( \text{ASD}_{\text{speech}}, \text{ASD}_{\text{brain}} \) the auto-spectral densities of speech and brain signals respectively. Broad-band speech envelopes were computed by band-pass filtering the acoustic waveforms (fourth-order Butterworth filter with [250–4000 Hz] cut-off frequencies), and by computing the absolute value of the Hilbert transform of the filtered signal. Cross- and auto- spectral density analysis of MEG signals was performed using discrete prolate spheroidal sequence (dpss) multi-tapers with ± 1 Hz smoothing window of the speech envelopes. Epochs were redefined for speech-brain coherence analysis: the first 500 ms of each epoch were removed to exclude the evoked response to the onset of the sentence. The speech-brain coherence was measured at different frequencies (1 to 30 Hz, 1 Hz step). Finally, the coherence data were projected into planar gradient representations. We repeated the same analysis described above to quantify the speech-brain coherence for each condition. For the investigation of our main hypotheses, we restricted the speech-brain coherence analyses to delta band (1–4 Hz) and theta band (4–8 Hz) activity and for this we averaged speech-brain coherence within the two frequency ranges of interest. These frequency bands were chosen based on the previous literature (Ding and Simon, 2014; Kösem and van Wassenhove, 2017). For supplementary analyses, we also explored speech-brain coherence within other definitions of the delta frequency range: (0.5–4 Hz), (0.5–1.5 Hz), and (2.5–3.5 Hz) (Fig. S5).

ROI analyses: The speech-brain coherence was averaged within the strongest 6 channels on each hemisphere. We tested the speech-brain coherence in the delta and theta range using a three-way repeated measure ANOVA with factors NV band (4-band, 2-band), Time (pre-training, post-training) and Hemisphere (left, right). Data verified the assumptions of the ANOVA, as homogeneity of variance between conditions was not violated (Levene’s statistic (absolute), delta: 1.41, p = 0.20, theta: 0.65, p = 0.71) and residuals followed a normal distribution (Kolmogorov–Smirnov limiting form’s statistic, delta: 0.69, p = 0.71, theta: 0.92, p = 0.36).

Whole sensor space analysis: We performed cluster-based permutation statistics across subjects (Oostenveld et al., 2011) to test whether we could observe a main effect of NV-band across sensors on speech-brain coherence \( \text{Coh} \) (by comparing between \( \text{Coh}_{4\text{-band}} \) and \( \text{Coh}_{2\text{-band}} \) averaged across pre- and post- training sessions) and an interaction effect between NV-band and Time (by comparing between \( \text{Coh}_{4\text{-band}, \text{post}-\text{Coh}_{2\text{-band}, \text{post}} } \) and \( \text{Coh}_{2\text{-band}, \text{post}-\text{Coh}_{2\text{-band}, \text{pre}} } \) in both delta and theta frequency ranges. Pairwise t-tests were then computed for each sensor between the two conditions. Sensors with a p-value associated to the t-test of 5% or lower were selected as cluster candidates (a minimum
of two significant adjacent sensors was required to form a cluster). The sum of the t-values within a cluster was used as the cluster-level statistic. The reference distribution for cluster-level statistics was computed by performing 1000 permutations between the two conditions. The contrast was considered significant if the probability of observing a cluster test statistic of that size in the reference distribution was 0.025 or lower (two-tailed test).

Source reconstruction analysis: Anatomical MRI scans were obtained after the MEG session using either a 1.5 T Siemens Magnetom Avanto system or a 3 T Siemens Skyra system for each participant (anatomical MRI was not recorded for two participants, their data were excluded for the source reconstruction analysis). The co-registration of MEG data with the individual anatomical MRI was performed via the realignment of the fiducial points (nasion, left and right pre-auricular points). Lead fields were constructed using a single shell head model based on the individual anatomical MRI. Each brain volume was divided into grid points of 1 cm voxel resolution, and warped to a template MNI brain. For each grid point the lead field matrix was calculated. The sources of the observed delta and theta speech-brain coherence were computed using beamforming analysis with the dynamic imaging of coherent sources (DICS) technique to the coherence data (Gross et al., 2001).

3. Results

3.1. Behavioral results

We compared the participants' comprehension of NV speech before and after training. Consistent with previous findings (Dai et al., 2017, 2022; Davis et al., 2005; Sohlgul and Davis, 2016), and as shown in Fig. 2, the training significantly improved the perception of 4-band NV speech. A two-way repeated-measure ANOVA showed that the main effects of noise vocoding (2-band vs. 4-band) and time (pre- vs. post-training) were significant (noise vocoding: F(1, 30) = 331.48, p < 0.001, η2 = 0.92; time: F(1,30) = 183.46, p < 0.001, η2 = 0.86). Crucially, a significant interaction between noise vocoding and time was observed (F(1,30) = 180.99, p < 0.001, η2 = 0.86), meaning that the intelligibility of 4-band NV speech was significantly improved compared to that of 2-band NV speech (4-band(post-pre) vs. 2-band(post-pre): Wilcoxon Signed rank test Z = 4.89, p < 0.001). After training, 4-band NV sentences had a score of 43.38 ± 2.53% recognition accuracy (23.06 ± 1.69% improvement during training; values here and below indicate mean ± SEM), while 2-band NV sentences remained mostly unintelligible with a score of 2.39 ± 0.43% recognition accuracy (1.58 ± 0.28% improvement during training).

3.2. MEG results

The behavioral results confirmed that intelligibility and spectral complexity could be dissociated in the present study. We then investigated how speech-brain coherence in auditory regions was impacted by the training session (Fig. 3). In line with previous studies (Meng et al., 2021; Peelle et al., 2013), we show that the neural envelope tracking of 4-band NV speech was stronger than that of 2-band NV speech (Fig. 3B–D). This was observed in the delta but not the theta frequency range (main effect of NV band, delta: F(1, 30) = 25.95, p < .001, η2 = 0.46; theta: F(1, 30) = 4.11, p = .052, η2 = 0.12, Fig. 3E–F).

However, the neural envelope tracking of NV speech was not significantly affected by training at delta frequencies (Fig. 3E, delta, main effect of time: (F(1, 30) = .24, p = .63, η2 = 0.008; Fig. 3E and F). Theta neural envelope tracking overall reduced after training: (F(1, 30) = 5.23, p = .030, η2 = 0.15). But importantly, if neural envelope tracking reflected intelligibility, we specifically predicted that neural tracking to NV speech envelope would be stronger after training for the intelligible 4-band NV sentences. Yet, this was not observed (interaction between NV-band and Time, delta: F(1, 30) = 4.16, p = .051, η2 = 0.12; theta: F(1, 30) = .52, p = .48, η2 = 0.02). As such, the change in speech-brain coherence post-pre training was not significantly correlated with change in speech intelligibility (Fig. S2).
We considered speech-brain coherence analysis in the delta frequency band within (1–4 Hz) range, which was justified upon previous literature. Considering that the speech envelope contained distinct peak dynamics within this range, as well as strong power around 0.5 Hz (Fig. S1), we additionally performed exploratory speech-brain coherence analyses across different delta frequency ranges (Fig. S5). Widening the delta frequency range to (0.5–4 Hz) did not change the main patterns of results in ROI (Fig. S5A and B) and whole-brain results (Fig. S5E). There was no significant main effect of time (F(1, 30) = 1.2, p = .28, $\eta^2 = 0.04$), a main effect of NV-band (F(1, 30) = 26.9, p < .001, $\eta^2 = 0.47$), and no significant interaction between NV-band and Time, F(1, 30) = 1.35, p = .25, $\eta^2 = 0.04$). Restricting analyses to low-delta (0.5–1.5 Hz) (Fig. S3C), we observed, in addition to the significant NV-band effect band (F(1, 30) = 18.4, p < .001, $\eta^2 = 0.38$), a significant effect of time (F(1, 30) = 7.1, p = .01, $\eta^2 = 0.19$). This means that low-delta speech-brain coherence increased post-training compared to pre-training, irrespective of the NV speech condition. Important, there was no significant interaction effect in ROIs (NV-band $\times$ Time, F(1, 30) = 1.14, p = .29, $\eta^2 = 0.04$) and whole brain analyses (Fig. S5F). A second peak in speech envelope dynamics was observable around (2.5–3.5 Hz) (Fig. S1). Analyzing speech-brain coherence at this range, we did not observe a significant main effect of time (F(1, 30) = 3.2, p = .08, $\eta^2 = 0.10$), though the main effect of NV-band was observable (F(1, 30) = 23.3, p < .001, $\eta^2 = 0.44$). For this frequency range, we did observe a significant interaction effect (F(1, 30) = 13.1, p = .001, $\eta^2 = 0.30$) (Fig. SSD). However, importantly, this interaction is due to a reduction in neural-speech tracking for 4 band-NV speech after training compared to before training. This reduction in tracking strength post-training is in the opposite direction than we expected (neural tracking strength should increase with intelligibility, and here we observe a decrease). Furthermore, the interaction effect was not significant in whole-brain sensor analyses (Fig. SSG).
Fig. 4. Whole brain analysis. (A) Main effect of NV-band. Topographies and reconstructed source represent the contrast in neural tracking of 4-band vs 2-band NV speech envelope. Left panel: A main effect of NV-band is observed in the delta range (dots represent spatial topography of the significant cluster). Delta tracking is stronger for 4-band NV speech as compared to 2-band NV, irrespective of training. Right panel: No significant changes in neural tracking of speech envelope in the theta range irrespective of their spectral complexity. (B) Interaction effects NV-band * Time. No significant effect of training is observed, specifically the gain in intelligibility of the 4-band NV speech after training is not associated with a gain in neural envelope tracking.

Overall, the results suggest that neural envelope tracking is influenced by the acoustic structure of the speech signal (by its spectral degradation in particular), but we failed to find a positive correlation between strength in neural envelope tracking and speech intelligibility.

4. Discussion

In the present study, we tested the effect of intelligibility on the neural tracking of speech envelope. We used NV speech that could gain in intelligibility via training. With this manipulation we could associate gains in intelligibility linked to acoustic cues (spectral degradation), from those linked to linguistic processing of the speech signal. The training increased the intelligibility of NV speech but did not change its neural tracking response. In contrast, neural envelope tracking in the delta range was still modulated by the acoustic detail of the NV speech signal. These results are in line with previous reports showing that neural tracking of the speech envelope reduces with the amount of spectral degradation (Chen et al., 2022; Meng et al., 2021; Peelle et al., 2013), and others failing to find a correlation between the neural tracking of speech envelope in auditory cortex and speech intelligibility when acoustic details are controlled (Kösem et al., 2016; Millman et al., 2015; Peña and Melloni, 2012; Zoefel and VanRullen, 2015a; Baltzell et al., 2017). Therefore, the results suggest that brain-speech tracking in auditory areas reflects relevant neural mechanisms during the processing of speech acoustics, but does not unequivocally reflect the processing of more abstract linguistic information in speech.

This interpretation seems in apparent contradiction with other findings. Ding and colleagues (Ding et al., 2016) have found that neural oscillations in the delta range could track sentential and phrasal linguistic structures in speech in the absence of acoustic cues (although neural oscillatory peaks at constituent phrases could also partially reflect nonsyntactic information (Kalenkovich et al., 2022), such as prosodic cues (Boucher et al., 2019; Glushko et al., 2022)). A recent study reanalyzing the data of (Millman et al., 2015) has found that delta tracking of speech is increased when the NV speech is intelligible as compared to when it is not understood (Di Liberto et al., 2018). In noisy environments, neural envelope tracking of the attended speech signal is stronger when the attended speech is fully understood (Dai et al., 2022; Keitel et al., 2018), or when the attended speech is in competition with unstructured speech (words were presented in random order) as compared to structured speech (speech with phrasal structure) (Har-Shai Yahav and Zions-Golumbic, 2021). The language proficiency of the listener also affects the neural envelope tracking of naturally spoken speech (Lizarazu et al., 2021).

One difference between these other studies and the present one concerns the intelligibility level of the stimuli. In the prior studies, intelligibility ratings were very high as compared to our design, where maximum intelligibility reached 40–60%. This means that our participants may have learned to extract some phonological and lexical cues from the speech, but may not have enough information to extract the full content of the sentences or be able to predict their linguistic structure. In contrast, in the prior studies, the intelligible stimuli were understood for the most part. Moreover, the syntactic structure of the stimuli was clearly predictable in some experimental designs: in Ding et al. (2016) sentences with similar phrasal and sentential structure were presented in blocks; in Di Liberto et al. (2018) the same sentence was repeated over and over. Sentence structure priming is known to increase the neural tracking of primed speech, this without correlating with intelligibility (Baltzell et al., 2017). Therefore, delta tracking may reflect the processing of intelligible and predictable linguistic information (as in the prior studies), but may not do so (as in the current study) when the speech signal is too noisy, does not have a predictable syntactic structure, and/or is not fully intelligible.

It is also important to point out that, in the prior studies mentioned above, the effect of intelligibility on brain-speech tracking seemed to be restricted to delta dynamics (<4 Hz) and was less clearly observable for theta dynamics. These data supports the predominant role in delta tracking in the processing of linguistic structure, while theta tracking may affect the processing of acoustic and phonological information (Kösem and van Wassenhove, 2017). Still, we did not find an effect of intelligibility in delta dynamics, and we show that spectral degradation differently affected delta and theta neural tracking of speech envelope. The increased spectral degradation of speech was associated with decreased delta tracking in auditory areas, while theta tracking remained unaffected by the amount of noise vocoding. These results suggest that theta dynamics may primarily track broadband envelope temporal information (that is unaffected by the amount of vocoding), while neural tracking of speech envelope in the delta range may be impacted by the spectral complexity of the speech signal (Ding et al., 2013; Meng et al., 2021).

The current experimental design, while allowing us to change intelligibility levels for the same acoustic signal, presents limitations. It could be argued that the participants primarily relied on memory to perform the task: participants may have recognized the stimuli in the post-training phase and not listened to the stimuli anymore because they have memorized it. Therefore, neural data would not reflect speech processing but memory effects. We argue that the memory hypothesis can
unlikely account for the present results. A total of 160 sentential stimuli were presented to the participants, including 80 trials for the trained 4-band NV condition. The trials are composed of two semantically unrelated sentences of 5–8 words each, therefore a trial was 13 words on average. The task given to the participant in pre- and post-training sessions was to exactly repeat the trials. In each pre- and post-training sessions, the presentation of the trials was fully randomized and unpredictable. In this situation, it is unlikely that the participants relied on memory and stopped paying attention to the acoustic stimuli. Furthermore, if participants stopped paying attention to the 4-band NV condition after training, we would have then expected a severe drop in speech-brain coherence in the 4-band condition as we know that the tracking response is highly dependent on attention (Zion Golumbic et al., 2013), but this is not what we observed.

We have focused our investigation on the tracking of the acoustic temporal envelope, as this has been proposed to reflect relevant mechanisms involved in speech processing (Giraud and Poeppel, 2012; Peelle and Davis, 2012). We do not claim that neural tracking cannot reflect linguistic processing, as previous studies reported that neural tracking can track semantic and syntactic structures (Brodebeck et al., 2018; Ding et al., 2016; Verschure et al., 2022). Additionally, while we failed to find significant effects outside auditory cortex, our study does not exclude that other brain areas could track linguistic structures in speech. Frontal motor and parietal regions in particular have previously been shown to be influenced by linguistic content, and to down-modulate neural tracking in auditory cortex (Chalas et al., 2022; Hincapié-Casas et al., 2021; Keitel et al., 2018; Park et al., 2015).

In conclusion, we failed to find a direct effect of intelligibility on the neural tracking of speech envelope in both theta and delta ranges in auditory cortices. Significant changes in neural tracking were still observed in the delta range in relation to the acoustic degradation of speech. These findings suggest that acoustics greatly influence the neural tracking of speech envelope. They also suggest that caution is required when choosing the control condition for analyses of tracking responses because, as we have shown, a slight change in acoustic parameters can have strong effects on the neural tracking response. Finally, they suggest that neural envelope tracking is not necessarily modulated by the intelligibility of the speech signal.
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