Machine Impostors Can Avoid Human Detection and Interrupt the Formation of Stable Conventions by Imitating Past Interactions: A Minimal Turing Test
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Abstract

Interactions between humans and bots are increasingly common online, prompting some legislators to pass laws that require bots to disclose their identity. The Turing test is a classic thought experiment testing humans’ ability to distinguish a bot impostor from a real human from exchanging text messages. In the current study, we propose a minimal Turing test that avoids natural language, thus allowing us to study the foundations of human communication. In particular, we investigate the relative roles of conventions and reciprocal interaction in determining successful communication. Participants in our task could communicate only by moving an abstract shape in a 2D space. We asked participants to categorize their online social interaction as being with a human partner or a bot impostor. The main hypotheses were that access to the interaction history of a pair would make a bot impostor more deceptive and interrupt the formation of novel conventions between the human participants. Copying their previous interactions prevents humans from successfully communicating through repeating what already worked before. By comparing bots that imitate behavior from the same or a different dyad, we find that impostors are harder to detect when they copy the participants’ own partners, leading to less conventional interactions. We also show that reciprocity is beneficial for communicative success when the bot impostor prevents conventionality. We conclude that machine impostors can avoid detection and interrupt the formation of stable conventions by imitating past interactions, and that both
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reciprocity and conventionality are adaptive strategies under the right circumstances. Our results provide new insights into the emergence of communication and suggest that online bots mining personal information, for example, on social media, might become indistinguishable from humans more easily.
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1. Introduction

The current prevalence and diversity of bots in society are unprecedented (Rahwan et al., 2019) and humans have to increasingly interact with them, especially online. Due to the nature of online environments, which often lack direct face-to-face interactions, a pressing issue concerns the ability of humans to adequately discern whom they are interacting with. This is especially problematic in instances where artificial agents fail to disclose their real identity and pretend to be human. The result can be wrong expectations or even outright deception and manipulation, as in the case of fake dating profiles (Al-Rousan et al., 2020). In response, the European Commission (2021) is discussing an obligation for AI bots to identify themselves to humans. Meanwhile, the amount of personal information that is accessible online is also growing, for instance, via public interactions with social media. In a worst-case scenario, impostor bots could learn from this information to attempt personalized frauds (Seymour & Tully, 2016), or impersonate acquaintances online to seem more trustworthy (Jagatic, John-son, Jakobsson, & Menczer, 2007). Can access to the personal interaction history of a human make a bot impostor more deceptive? A better understanding of human strategies to distinguish humans from artificial agents could inform more targeted approaches to mediate the risk of deceptive bots.

The Turing test is the classic thought experiment to test whether a machine could pass as a human (Turing, 1950). In its modern conceptualization, normally, a human judge conducts a conversation with both the machine and another human, while trying to find out about their identity. If the machine is indistinguishable from the human, it passes the test. Notably, the formulation of this test involves natural language. Requiring human-level use of language in conversation can be seen as a particularly hard task for a machine, because what it has to display are at least two different skills: (1) the human-like ability to interact spontaneously, reciprocally, and in a relevant way even to unexpected or unusual signals (i.e., pragmatics); (2) knowledge about the conventional use of a specific language (e.g., syntax, morphology, and semantics). In this view, language is a cultural system of conventions built on human-specific abilities to communicate spontaneously by ostension and inference (Scott-Phillips, 2015; Sperber & Wilson, 1994).

The concrete progress in the application of chatbots to the Turing test mirrors these different skills: While, “first and foremost, a good grammar unit is necessary” (Pinar Saygin, Cicekli, & Akman, 2000, p. 508), recent studies have emphasized the role of pragmatics as the key challenge in passing the test (Jacquet & Baratgin, 2021). The basic argument is that mind-reading and joint co-construction are the missing abilities to construct bots that can
stay relevant in a conversation with a human (Jacquet, Jamet, & Baratgin, 2021; Kopp & Krämer, 2021). What happens if we remove natural language from the Turing test? Without recourse to a conventional linguistic system that is evolved and adapted to human communicative needs, even very simple machine impostors might be convincing. This is because the threshold of what constitutes plausibly human behavior is significantly reduced, since the established communicative strategies for humans are severely limited. Consequently, this also opens up space to study how human communication can arise and stabilize in the first place. We build and expand on the insights from two different experimental approaches to human interaction, the perceptual crossing paradigm and experimental semiotics, and base our concepts of reciprocity and conventionality on them. By reciprocity, we mean interdependence between the actions of interaction partners, and we define conventions as repeated and arbitrary solutions to a coordination problem. The aim of our study is to cut natural language from a Turing test setup to gain more insight into the roles of reciprocity and conventionality in emergent communication. Our main hypotheses are that imitation of a human’s past interactions (i.e., the interaction history) will make a bot impostor more deceptive and interrupt the successful formation of conventions.

The perceptual crossing paradigm is a framework investigating the identification of fellow humans through minimal interaction (for a review, see Auvray & Rohde, 2012). These experiments involve artificial, automated agents that must be distinguished from a human participant; however, they are rarely framed as Turing tests or tasks involving communication but as sensorimotor behavioral tasks instead. In the standard task, two participants can move around in a virtual 1D environment (invisible to them) and get tactile feedback whenever they touch an object in the virtual space. These objects can be either a static point in the space, the other player, or a “shadow” moving with the second player but at a fixed distance behind them. The key finding of the initial study of the paradigm (Auvray, Lenay, & Stewart, 2009) was that participants are not able to distinguish between the partner and their shadow explicitly, but the interaction between participants is more stable. Since both participants are actively looking for feedback points in the space, they oscillate back and forth when they encounter each other, leading to more interactions with one another than with the other objects in the space. This reciprocity is something the shadow object cannot deliver.

Updating the original task, Froese, Iizuka, and Ikegami (2015) demonstrated that participants are also able to explicitly become aware of the social interaction and their partner’s presence when they are instructed that the task is about coordination and teamwork. Similarly, Lenay and Stewart (2012) showed this awareness also holds in instances where each object was associated with an explicit, unique sound. Other extensions of the paradigm have shown that humans can also succeed when presented with replays of authentic human behavior instead of the shadow object: Barone, Bedia, and Gomila (2020) showed this for movements drawn from a pilot human–human interaction (although only when a visual overview of the task was available). Iizuka, Ando, and Maeda (2009) found the same result even for past movements drawn from participants’ partners in the interaction (although over many repeated trials, and only in a few dyads); as did Lenay and Stewart (2012), again by providing explicit feedback sounds.
In most studies using the perceptual crossing paradigm, the focus is on what we refer to as \textit{reciprocity}, a subset of the pragmatic capabilities mentioned above. Participants must rely on social contingencies to distinguish between human partners and passive objects. Barone et al. (2020) discuss this explicitly, but it is a central feature of studies whether they measure encounter frequency (Auvray et al., 2009; Lenay, Stewart, Rohde, & Amar, 2011), turn-taking behavior (Froese et al., 2015; Iizuka et al., 2009), or pink noise patterns (Barone et al., 2020; Bedia, Aguilera, Gómez, Larrode, & Seron, 2014) to characterize the interaction between human participants. For our purposes, reciprocity is defined as the interdependence between the actions of interaction partners, that is, partner A is reactive to the behaviors of partner B, and vice versa. For true interdependence, both partners have to demonstrate reactivity to their partner. Consider a game of table tennis: Both players need to react fluently to their partner’s actions to participate in the game (even if they fail to hit the ball). A non-interdependent game of table tennis would not be a game at all, like if one player left the table or stood there while not attending to the partner’s serves. Likewise, a serving machine used to train players would not constitute reciprocal interaction, because it would not react to the human’s returns. Similar to this example, reciprocity is an important behavioral pattern underlying mutual understanding in communication (Clark, 1996). Usually, humans will present a contribution and then iteratively react to one another until they have reached common acceptance (Clark & Wilkes-Gibbs, 1986). One prime example of such a reaction is the ability to repair misunderstandings (Clark & Schaefer, 1987), which has been shown to be a culturally universal system to resolve breakdowns in communication (Dingemanse et al., 2015).

Similar to the perceptual crossing paradigm literature, we want to investigate whether humans can leverage reciprocity to detect other humans in a virtual environment. To do so, we present them with bot impostors replaying human movement from either the participant’s partner or a “foreign” participant from a different dyad. This setup is similar to one condition, respectively, from Barone et al. (2020), Iizuka et al. (2009), and Lenay and Stewart (2012), but we contrast the two conditions directly and frame the task explicitly as a Turing test. Our first research question is: Can humans successfully overcome bot impostors by interacting reciprocally in emergent communication? Given the past literature that presents reciprocity as a key behavior of “humanness” (or recognizing one another’s presence in the first place), we predicted that reciprocal interaction should lead to more successful communication, no matter the condition.

\textit{Experimental semiotics} is a body of literature characterized by asking participants to establish communication without access to conventional signals, such as spoken language or writing (for reviews, see, e.g., Galantucci & Garrod, 2011; Scott-Phillips & Kirby, 2010; Tamariz, 2017). The key idea is to strip conventionality away from communication to better understand the basic mechanisms it is based on. However, tasks in experimental semiotics have not usually involved bot impostors that actively interfere with the coordination process; closest to this is one example of competition between participants within a cooperative task (Santos, Matias Rodrigues, Wedekind, & Rankin, 2012).

From early on, experimental semiotics has convincingly demonstrated how humans can successfully establish novel conventions from scratch and use them for communication (e.g., Galantucci, 2005; Garrod, Fay, Lee, Oberlander, & MacLeod, 2007). \textit{Conventions} are
defined as arbitrary solutions to a repeated coordination problem (Lewis, 1969). Consider, for instance, the convention of whether to drive on the right or left side of the road. Sticking to one side by conventional agreement massively facilitates coordination in traffic, yet for a given society, any one chosen side will function well. In dyadic interaction, conventions can emerge via explicit agreement, precedence, or perceptual salience—and, once established, can be powerful coordination devices (Clark, 1996; Schelling, 1960). Even short-term, flexible agreements, referred to as “conceptual pacts,” can facilitate understanding or interfere with it, depending on precedence with an interaction partner (Metzing & Brennan, 2003).

Other accounts have emphasized the role of pragmatic alignment between individuals leading to community-wide conventions (Garrod & Doherty, 1994) and likewise the role of tools to manage misalignment for converging on shared conventions (Healey, 2008).

Within the experimental semiotics literature, Scott-Phillips, Kirby, and Ritchie (2009) showed that conventions can be formed without a dedicated communication channel, through participants’ virtual movements alone. Meanwhile, the form that conventions take has been shown to become more “symbolic” or “abstract” when participants have the opportunity to present feedback or repair misunderstandings (Garrod et al., 2007; Healey, Swoboda, Umata, & King, 2007). A common result in experimental semiotics is that conventions can differ wildly between participants (e.g., Healey et al., 2007; Müller, Winters, & Morin, 2019) and become more idiosyncratic over time, to the extent that they cannot be comprehended by outside observers (Caldwell & Smith, 2012; Garrod et al., 2007). In this paper, we are concerned with the emergence of these local conventions within dyads. Given specific network topologies, global coordination in a population can arise from local conventions even without individuals’ knowledge (Centola & Baronchelli, 2015). Similarly, in natural language conversation, local coordination rapidly converges into global conventions in connected groups, but not in isolated pairs or disconnected groups (Garrod & Doherty, 1994).

In the perceptual crossing paradigm, local conventions that differ between dyads are not always a possibility, for instance because of constantly changing interaction partners (Barone et al., 2020). This ensures that only reciprocity is causing successful interaction. An in-depth study of local conventions within the perceptual crossing paradigm is the one by Iizuka, Marocco, Ando, and Maeda (2013), whose dyads were able to communicate a simple visual stimulus through repeated interaction. However, even in this case, a major difference to experimental semiotics is that interaction is maximally limited, such that strategies other than reciprocal oscillation are not possible. We open up space for diverse conventional strategies by presenting participants with a more open visual environment and constant interaction partners. Thus, our second research question is: Will humans successfully use conventionality to overcome bot impostors, where possible? This relates to our prediction that conventional interactions, that is, repeating past successful behaviors, would aid communicative success normally, but become a liability under the condition that bot impostors imitate a participant’s partner.

The fact that conventions can become arbitrary to the point that they are unintelligible to outsiders already touches on the powerful effects of having access to a shared interaction history (i.e., all behaviors produced in mutual interaction). Clark (1996) notes this as one of the central features of the common ground on which humans build their communication. It
has long been established that as conversation in natural language unfolds, humans leverage their interaction history to become more efficient in their communication (e.g., Clark & Wilkes-Gibbs, 1986; Krauss & Weinheimer, 1964). More recently, studies in experimental semiotics have shown that the interaction history between participants can play a critical role in establishing conventions and forming linguistic structure (Nölle, Staib, Fusaroli, & Tylén, 2018; Silvey, Kirby, & Smith, 2015; Tinters, Nölle, & Hartmann, 2017; Winters, Kirby, & Smith, 2015, 2018). With this in mind, it is reasonable to assume that accessing the interaction history might be beneficial for a bot impostor within the setting of a Turing test. Similar to how humans differentiate in conversation to avoid confusion between past and current referents (Brennan & Clark, 1996; Yoon, Benjamin, & Brown-Schmidt, 2016), bot impostors might be able to deceive humans about their identity by imitating previous interactions. This last point motivates our third research question: Does access to a pair’s past interactions make an imitative bot impostor harder to detect? We predicted that this would be the case because the tendency of humans to leverage their shared interaction history will become a disadvantage for participants in this condition.

In summary, we are investigating: (i) whether access to past interactions will make a bot impostor harder to detect; (ii) whether humans will use conventionality to successfully overcome and detect bot impostors; and (iii) whether humans will use reciprocity to successfully overcome and detect bot impostors. We address these questions in a minimal Turing test experiment stripped of natural language. Participants tried to categorize their interactions as being with their human partner or a bot impostor. Crucially, we manipulated bot behavior between participant pairs such that bots either copied the movements from a foreign pair or copied the movements of a participant’s human partner. In doing so, we experimentally vary the ability of bots to access participants’ past interactions and use this to test its influence on performance. Specifically, we predict that it is harder for participants to succeed when bots have access to the interaction history. We make this prediction because participants should have a harder time building on past successes. Furthermore, we predict that conventionality is a less successful strategy in this condition, since the bot impostor impedes the reuse of conventions as a means for detection by sampling from previous interactions. Conversely, we expect conventions to be a successful approach in the other condition, as bots do not sample from the interaction history. Lastly, we expect reciprocal interaction to be a successful approach no matter the condition, since it does not depend on interaction history and can be dynamically negotiated to establish communication.

2. Method

2.1. Procedure

Participants ($n = 200$) were recruited online via Prolific and assigned in pairs to a random experimental condition. They could only take part if they did not participate in any of the pilot runs of the experiment and if they spoke English. A single experiment lasted for, on average, 45 min, for which participants were paid £5.13, plus an additional bonus of £0.02 for each time they correctly identified their partner as a human or bot and for each time their partner
guessed correctly. This incentive was designed to encourage participants to cooperate and focus on pair performance rather than just their individual success. Before we started testing any participants, we received approval from the Institutional Review Board of the Max Planck Institute for Human Development. The experiment itself was designed and implemented in *Empirica* (Almaatouq et al., 2021).

Participants gave their informed consent and read the instructions before starting the experiment. They then had to answer three basic questions about the task to proceed (to ensure they had understood the instructions). The instructions explained that the experiment’s goal was to find out how well humans could identify bot impostors in a virtual environment. Participants were tasked with identifying whether their current partner in a trial was human or a bot, and trying to demonstrate their own human identity to their partner. To do so, they could move around horizontally and vertically in a 2D space (Fig. 1) with their shape. No other communication or interaction between participants was possible; similar to Scott-Phillips et al. (2009), they had to rely on their virtual movements alone, without a dedicated communication channel.

At the start of the experiment, participants played three training trials, in which no partner was present and they could move around with their shape in the empty space. They were instructed to try the movement and think about how they would approach the task. These training trials served to familiarize participants with the experiment and to seed the bot’s first trials in the partner impostor condition. After the training, every pair of participants played 48 trials of the task, half of which were human–human trials, while the other half were human–bot trials (no matter the experimental condition). These 48 trials were organized into six blocks of eight trials, where in every block four human–human trials and four human–bot trials were administered randomly.
In every trial, participants had 20 s to move around in the space and interact with their partner. These 20 s were preceded and followed by periods of 3 s, during which the participants could not move and saw either “Get ready” or “Round over!” on their screen. This was to give them some time to pause, and more importantly to buffer potential lag. Participants (and bots) always started with their shape in the central position within the 2D space in every trial and moved from there. They did so by using the arrow keys on their keyboard. The movement was restricted to the horizontal and vertical direction only, and was implemented such that shapes always moved the distance of their full length at a time (as if participants were on an invisible grid). Consequently, shapes always moved at the same speed, could only overlap fully (not partially), and the square and the blue circle (on top) were both visible when that happened. Every participant in the experiment used the orange square shape when they played, and always saw their partner (human or bot) as the blue circle. As such, the shapes were kept equal for all participants, even within a pair. To guard against internet lag distorting communication, we implemented two more features: First, the game moved at five frames per second, meaning that any delay smaller than 200 ms was not visible to participants and a delay smaller than 400 ms meant the screens only differed by one frame. Second, the movements of human and bot partners were both sent through the partner’s client, meaning the bot partner did not differ from the human partner in lag and could not be identified that way.

After each trial, participants had 10 s to answer the two following questions: “What was the identity of your partner last round?” (“Human” or “Bot”); and “How confident are you in your choice above?” (“very confident,” “rather confident,” “not confident,” “not at all confident”). During this period, they could change their mind on their answers, but after the time limit, the answer was submitted. After this stage had passed, participants received feedback about their and their partner’s performance. For 5 s, they saw information about the correct answer for the last trial (“Human” or “Bot”), their own choice (“Human,” “Bot,” or “Nothing,” followed with “correct” or “incorrect”), and their human partner’s choice (same as last). The entire experiment ran synchronously, so participants always were at the same stage at the same time. This was true even in the training and bot rounds, meaning that during a human–human round, both players were in the trial together, but in a bot round, they had separate encounters with their bot partners (hence, there were two separate trials running synchronously).

In a between-participants design, our two conditions differed in the bot that participants encountered, but were identical otherwise (Fig. 2). In the partner impostor condition, bots presented faithful replays of the behavior of participants’ own human partners. Bots chose a random trial from the last four human–human trials and completely copied the partner’s behavior to show to the participant; however, they never chose the last trial and never chose the same trial twice in a row. If there were not four human–human trials yet, the bot would access and copy the partner’s training trials. In the foreign impostor condition, bots presented faithful replays of human participants’ behaviors from a previous experiment in the partner impostor condition. This was implemented such that the bot always replayed the same human’s behavior, and in the correct order of human–human trials in the original experiment. This allowed the bot to capture the development over time that occurred in the original experiment. Bots within a pair were also parallel: One participant encountered the behavior of a previous participant as the bot and their partner saw the behavior of the original source’s
Fig. 2. Visualization of the experimental manipulation. Bots in the partner impostor condition drew from the previous behavior of a participant’s human partner, while bots in the foreign impostor condition copied previous participants from a completed partner impostor condition.

partner. Participants in both conditions were aware that they would always encounter the same bot or human during the experiment.

Our aim for the manipulation in bot behavior was to vary only the bots’ access to a pair’s interaction history, such that we can investigate its consequences for accuracy, conventionality, and reciprocity in participants’ communication. In general, pairs of participants were assigned to their condition randomly, with the exception that the foreign impostor condition could only happen whenever there was at least one “unused” partner impostor condition as a seed for the bot behavior, as each one was only used once. Bot impostors in both conditions were similar in that they presented authentic human behavior, pulled from trials that only involved humans. However, they differed in how they related to the participants’ own past interactions: While the foreign impostor presented behavior from a completely unrelated dyad, the partner impostor accessed the personal interaction history. Even the concrete bot behaviors were mostly parallel between the conditions (since one was pulled from the other). The only exception to this is that the order in the foreign impostor condition resembled the true sequence of what had happened within the source pair, whereas the partner impostor condition presented randomly chosen trials of the most recent interactions. This resulted in a more stochastic representation of the original order and with not all trials replayed, which was necessary not to give the partner impostor away.

After the experimental trials had ended, the participants answered several short questions regarding their personal strategy, what they suspected the bot was doing and what they expected it to do, and whether they experienced technical difficulties. Finally, participants saw a feedback screen detailing their earned bonus payment and a summary on how they performed. This was followed by a short summary of the goals of the experiment and an explanation of what the bots were doing in the task.

2.2. Measures

The following measures were preregistered in advance and used in our analyses (conducted in R version 4.1.2; R Core Team, 2021). Two more descriptive measures (confidence and behavior indices) were preregistered and are reported in the Supplementary Material, along with their results.
2.2.1. Accuracy

The key measure on how accurate participants were was simply their answer to the question about the partner’s identity after each round, coded as correct or wrong. Descriptively, this was complemented by a comparison to chance performance, and signal detection measures (psycho package; Makowski, 2018).

2.2.2. Behaviors

In general, we analyzed participants’ behaviors systematically in two ways: by the set of positions in the space per trial, and by the set of directions chosen per trial, for every respective time step. The former can be represented by the x- and y-coordinates of the space (e.g., time step 1: \( x = 220, y = 220 \); time step 2: \( x = 240, y = 220 \)), and the latter by a string of letters each denoting one of the five possible actions (the four directions and “stop”; e.g., “R” for “right” and “L” for “left” results in “RL” for the sequence in the first example and back).

2.2.3. Conventionality

Conventionality was assessed by comparing the similarity of behaviors over time for a given participant. In principle, more conventional behaviors should be characterized by higher stability within the game, and this stability should increase as a convention becomes more entrenched over time. Conventions can develop arbitrarily both about the set of directions and the set of positions per trial in our task, leading us to include measures for both. For the set of directions, we made use of the Levenshtein distance between the sequences. This was the number of insertions, deletions, or replacements needed to make the sequences equal (since they always had the same length of 100 time steps, no further adjustment was needed). For the set of positions, we compared the frequency distributions by using the Earth mover’s distance (package emdist; Urbanek & Rubner, 2012). This was the number of positional changes needed to make the distributions identical in space, weighted by the Manhattan distance (again, there were always 100 positions recorded for every trial). Both measures were computed as the average distance to a participant’s own behaviors within the same trial block (to smoothen random fluctuation from one trial to another).

2.2.4. Reciprocity

Quantifying true interdependence is hard because of the question of causality. Our approach measured the predictability of behavior shown by participants’ partners, given a participant’s own behavior in the current trial. To do so, we used the transfer entropy (RTransferEntropy package; Behrendt, Dimpfl, Peter, & Zimmermann, 2019), quantifying the information flow from one participant to another. We chose this measure because: (i) It is directional, allowing us to measure both the impact player A has on player B and the impact player B has on player A. (ii) It is time-delayed, which is ideal because reactions cannot happen immediately. (iii) It does not rely on the impacted player’s behaviors being identical to the actions by the partner, but only on the reactions being consistent. Since the reactivity to one another is by its nature about the movements, not positions, we only focused on the set of directions (again including “stop”) here. We decided a lag of two timesteps (about 400 ms) between sequences was ideal for the measure, since it produced good variance and reflects a reasonable reaction
time, given that interactions were online with some connection lag. The result of the measure was a single number per participant per trial in the experiment, indicating the information flow from them to their partner. This was the only direction that made sense in the context of our study: Participants can try to decide about their partner’s identity based on how much their partner reacted to their behaviors, but not based on their own behaviors.

2.3. Predictions

We preregistered three research questions and the corresponding predictions on the Open Science Framework in advance (https://doi.org/10.17605/OSF.IO/TXGH7). These were:

1. Does access to a pair’s past interactions make an imitative bot impostor harder to detect?
2. Will humans successfully develop conventionality to overcome bot impostors, where possible?
3. Can humans successfully overcome bot impostors by interacting reciprocally in emergent communication?

Research question 1 concerns our measure of accuracy and the central manipulation of the experiment. We predicted that pairs in the foreign impostor condition would outperform pairs in the partner impostor condition, because they can rely on conventional in addition to reciprocal interactions (i.e., leverage their interaction history). Although it is possible, note that these interactions do not necessarily have to take the form of explicit strategies that participants are aware of: Like in the literature regarding the perceptual crossing paradigm, the degree of awareness can vary depending on the study design and we are not making any specific claims about it here. Essentially, we are linking emergent behavioral patterns to success in the task.

Research question 2 concerns our measures of conventionality and accuracy. We believed that higher conventionality would be beneficial in the foreign impostor condition, but detrimental in the partner impostor condition, because the bot would start to imitate participants’ conventions as the experiment goes on. Our predictions were that (1) more conventional behavior would lead to better performance in the foreign impostor condition, but worse performance in the partner impostor condition, and (2) pairs above chance performance in the partner impostor condition would interact less conventionally than their counterpart in the foreign impostor condition. We made this second prediction because reusing successful behaviors is punished by the imitative bot in the partner impostor condition, preventing the formation of conventions.

Research question 3 concerns our measures of reciprocity and accuracy. In short, we believed that reciprocity would enable success in both experimental conditions, but be relatively more important for success in the partner impostor condition, because pairs in the foreign impostor condition should also be able to rely on conventionality (question 2). Consequently, we predicted that: (1) Overall, more reciprocal behavior would lead to more successful guesses; and (2) pairs above chance performance in the partner impostor condition would interact more reciprocally than their counterpart in the foreign impostor condition.
Additionally, we believed that the respective adaptive strategies of reciprocity and conventionality should also show an increase over time in the relevant conditions, along with an increase in accuracy as participants learn how to solve the task.

3. Results

3.1. Preprocessing

Our full data and scripts for the analyses can be accessed here: https://doi.org/10.17605/OSF.IO/Z4VTJ. As preregistered, we excluded all data from participants who did not finish the experiment because of our “failsafe” (more than three trials missing due to them leaving the experiment or losing the online connection; this concerned 16 pairs in total), and recruited participants until we met our preregistered sample size of 100 pairs. Likely because of this approach, we did not have to exclude any data due to lag spikes (over 3000 ms for at least 10 s, per the preregistration). On the trial level, however, seven trials (out of 9600) were lost due to leaving participants or lost connections.

3.2. Qualitative self-reported strategies

Participants answered to our question “Which strategies did you use to solve the task, if any?” after the game. We summarize the preferred strategies qualitatively in Chapter S4 and Table S1. References to conventional strategies commonly stated that they used “repetitions” or “similar patterns.” Examples of patterns included moving to the corners of the space, circular patterns, L-shapes, and more. References to reciprocal strategies commonly mentioned “following each other” or “copying each other.”

3.3. Descriptive statistics

3.3.1. Accuracy

Overall, mean performance in the task was $M = 35.4$ correct answers out of 48 trials per participant (73.7% accuracy, $SD = 8.7$; see Fig. 3), with chance level being 24 correct answers (50%). Participants performed better in the foreign impostor condition ($M = 42.0$, 87.4% correct, $SD = 6.0$) than in the partner impostor condition ($M = 28.8$, 60.0% correct, $SD = 5.2$), and they improved more over time (Fig. 3). Forming 95% confidence intervals around the 50% mark, 48 pairs in the foreign impostor condition and 22 pairs in the partner impostor condition performed above chance. Performance was better in the 24 trials participants played with the human partner ($M = 19.0$, 79.1%, $SD = 4.2$) than in the trials with the bot partner ($M = 16.4$, 68.3%, $SD = 5.4$). The mean sensitivity (d’) for accurately identifying the partner (with “positive” being a human partner) was 1.5 overall ($SD = 1.3$), further indicating that participants made more correct identifications than incorrect ones. This was again higher in the foreign impostor condition ($M = 2.5$, $SD = 1.0$) than in the partner impostor condition ($M = 0.5$, $SD = 0.6$).
Fig. 3. Left: Distribution of performance by participants. The middle line indicates chance performance, and the top line is the performance ceiling. Right: Development of performance over experimental blocks. The line indicates chance performance; error bars are 95% confidence intervals. The foreign impostor condition started close to the partner impostor condition (in fact the first few trials were equally at chance), but quickly improved almost toward performance at ceiling, while the partner impostor condition average stayed close to chance.

Fig. 4. Overall distribution of participants’ positions in the space. Each cell corresponds to one position in the 2D space. Each time step in the game contributed one observation for both human participants’ current positions (i.e., 100 observations each per trial). The center is indicated in yellow since its associated frequency value (130,067) is completely off scale (unsurprisingly, given that participants had to start there).

3.3.2. Frequency of positions

We computed the overall frequency distribution of positions in the space (Fig. 4; most relevant for the Earth Mover’s distance as a measure for conventionality). Participants most frequently moved straight horizontally or vertically from the central starting position, and
moved around less in peripheral than in more central positions (unsurprisingly, given the starting position). However, the exception to this pattern was that they much preferred moving along the borders of the space, and massively favored the four corners.

### 3.3.3. Conventionality

The average Levenshtein distance was slightly lower (meaning higher conventionality; Fig. 5) in the foreign impostor condition ($M = 39.3$, $SD = 18.4$) than in the partner impostor condition ($M = 44.8$, $SD = 17.2$), and so was the average Earth Mover’s distance ($M = 2.7$, $SD = 1.7$; vs. $M = 3.3$, $SD = 2.0$; Fig. 5). Over the experimental blocks, we found the expected pattern for the Earth Mover’s distance, which was increasing in the partner impostor condition (Fig. 6). In the foreign impostor condition, it decreased from block 1 to block 2, but stagnated after that. Unexpectedly, the Levenshtein distance decreased in the partner impostor condition along with the foreign impostor condition (but less so).
3.3.4. Reciprocity

The mean transfer entropy (Fig. 7) was higher in the partner impostor condition ($M = 0.42, SD = 0.28$) than in the foreign impostor condition ($M = 0.35, SD = 0.24$), suggesting higher reciprocity. In the development over time, we surprisingly found a decrease instead of an increase in the partner impostor condition (Fig. 7), potentially due to the participants’ issues with consistently communicating above chance.

3.4. Models

As preregistered, we tested our predictions in mixed-effects models (using lme4; Bates, Mächler, Bolker, & Walker, 2015) comparing the conditions and predicting performance or specific behaviors, respectively. The general analytical strategy was as follows: We always tried to control for the random effects of participants, nested in pairs, and bot seed, as well as for the fixed effects of trial number and partner identity. Where possible, we kept these effects maximal (Barr, Levy, Scheepers, & Tily, 2013), but we met convergence issues in some cases. When that happened, we tried to work around these issues by using a different optimizer, scaling the predictor variables, and simplifying the model (in this order). To simplify the model structure, we started by replacing the nesting for participants/pairs with unique participant ids, proceeded by removing the random effects correlation between slopes and intercepts, and finally removed random slopes (if nothing else helped). Subsequently, we will only mention issues that required a model simplification to converge. We assessed the significance of our results by model comparison to a simpler model that had the effect of interest removed, and compared the Akaike Information Criterion (AIC) of the relevant models. In line with Hooper, Coughlan, and Mullen (2008), we considered a $\Delta$AIC greater than 2 as a meaningful difference between the models.

For prediction 1, we constructed a logistic regression model predicting accuracy by condition. In line with our prediction, the model comparison revealed that performance was better
Fig. 8. Relation between conventionality and accuracy in both conditions. Lines represent the mean values smoothed by logistic regression; the shaded area is the 95% confidence interval around them. Note that higher distances mean lower conventionality. Left: Levenshtein distance measure. Right: Earth Mover’s distance measure.

in the foreign impostor condition than in the partner impostor condition ($\beta = -1.92, SE = 0.16, \Delta AIC = 69$).

Research question 2 involved two predictions and two different measures to assess conventionality (the Levenshtein distance and the Earth Mover’s distance). To test prediction 2.1, we built two logistic models predicting accuracy by conventionality, one for each of the distance measures. Here, the effect of interest was the interaction between condition and conventionality. In the model including the Levenshtein distance, we had to simplify the structure slightly for convergence by removing one slope–intercept correlation and the nested participant/pair structure. The results supported our prediction that participants in the foreign impostor condition would benefit more from conventional interaction (i.e., lower distance) than those in the partner impostor condition ($\beta = 0.55, SE = 0.10, \Delta AIC = 25$), even though it was not detrimental for the latter (see Fig. 8). The model including the Earth Mover’s distance required only removing the nesting structure for convergence. Its interaction effect ($\beta = 0.30, SE = 0.08, \Delta AIC = 10$) showed that participants in the foreign impostor condition profited from conventionality and participants in the partner impostor condition suffered from it (Fig. 8), supporting prediction 2.1 even stronger.

As planned, we computed the two tests for prediction 2.2 only on the subset of data by pairs that performed above chance (as identified in the descriptive statistics). We then predicted the two distance measures by condition in separate linear models. For the Levenshtein distance, we did not find a meaningful difference between the two conditions ($\beta = 5.80, SE = 3.21, \Delta AIC = 0.9$), although descriptively the foreign impostor condition acted more conventionally. For the Earth Mover’s distance, participants in the foreign impostor condition acted more conventionally than those in the partner impostor condition ($\beta = 0.78, SE = 0.28, \Delta AIC = 4.6$), supporting our prediction.

Research question 3 also involved two predictions, which we both addressed with our measure of transfer entropy. The test for prediction 3.1 was a logistic regression model predicting
Fig. 9. Relation between reciprocity and accuracy in both conditions, split by partner identity. Lines represent the mean values smoothed by logistic regression; the shaded area is the 95% confidence interval around them. Note that high transfer entropy means high reciprocity.

accuracy by reciprocity (regardless of condition). The resulting effect was negative (opposite to our prediction), but negligible in size ($\beta = -0.08, SE = 0.04, \Delta AIC = 1.6$). However, we realized a problem for reciprocity that we did not account for in the preregistration: Its effects for accuracy depended on whether the current partner was the human or the bot. To benefit from reciprocity in the identification of the partner, the interactions with the partners have to differ in the first place. Therefore, we ran an exploratory follow-up analysis that also included partner identity, interacting with reciprocity. This more complex model required simplification by removing the slope–intercept correlations, and by removing the random slopes for the intercept on bot seed. It revealed that reciprocal behavior was beneficial when interacting with the human, but detrimental when interacting with the bot ($\beta = 0.17, SE = 0.07, \Delta AIC = 3.4$). These results suggest that participants might have treated reciprocity as a signal for “humanness”. Further exploration by condition showed that the effect was driven solely by the partner impostor condition (Fig. 9). Therefore, we can summarize that reciprocity was indeed helpful for successful communication when establishing it with the human partner (but not the bot), and only in the partner impostor condition.

Prediction 3.2 was also tested on the subset of participant pairs performing above chance. We predicted the transfer entropy by condition in a linear model. We found that participants in the partner impostor condition were acting more reciprocally than participants in the foreign impostor condition ($\beta = 0.10, SE = 0.04, \Delta AIC = 3$), supporting our prediction.

Finally, we constructed a model combining condition, conventionality, and reciprocity as predictors of accuracy to investigate their respective importance in a single step. Because of the complexity of this model, we needed to remove slope–intercept correlations, the nested
group/participant structure, and reduce the model to the two most important random slopes (reciprocity and conventionality) for it to converge. We did not test anything in particular in this model, since its purpose was to explore, but found that the previous results held up even when put together at once: Participants were overall worse in the partner impostor condition, conventionality was helpful for success only in the foreign impostor condition, and reciprocity was increasing success when it happened with the human partner in the partner impostor condition.

4. Discussion

Taken together, our results show that machine impostors can become more deceptive and impede the successful formation of novel conventions by imitating past interactions—the main outcome of our study. We conclude this from the combined findings from research questions 1 and 2: As evidenced by the consistently higher performance in the foreign impostor condition, access to the human partner’s past behaviors made bot impostors appear more deceptive. The average increase in performance in the foreign impostor condition, compared to the relative stagnation in the partner impostor condition, already suggests that participants successfully created conventional solutions in the former but not in the latter condition; as does the direct increase in conventionality (as measured) over time. This suggestion is corroborated by the statistical modeling results for conventionality in predictions 2.1 and 2.2: For both our measures, more conventional behaviors predicted better performance in the foreign impostor condition, compared to the partner impostor condition. For the Earth Mover’s distance, conventional behavior in the partner impostor condition was even detrimental. It makes sense then that, judging by this measure, successful participants in the foreign impostor condition also acted more conventionally than their counterparts in the partner impostor condition, as shown by the model for prediction 2.2. In sum, mimicking a participant’s partner instead of a foreign player made bot impostors more deceptive and conventionality a less useful option for communicative success.

The results for reciprocity were more complex than expected, yet complementary to this. Against our expectations, more reciprocal behavior did not lead to improved performance overall. However, the more complex exploratory model revealed that reciprocity did help when it happened with the human partner (as opposed to the bot), but this was only the case in the partner impostor condition. Adding to this is the result for prediction 3.2, showing that above-chance participants in the partner impostor condition acted more reciprocally than their counterparts in the foreign impostor condition (as predicted). Putting these results together, we can state that reciprocity was only useful in the partner impostor condition (if it distinguished humans from bots), and that the relatively few successful pairs in this condition managed to rely on it, at least to some degree.

These results suggest that conventionality and reciprocity are adaptive under the right conditions. Specifically, conventionality helped establish communication in the foreign impostor condition and reciprocity helped in the partner impostor condition. The results thus show empirical support for these two potential routes to the successful emergence
of communication and shine light on their underlying mechanisms. Conventionality being “blocked” from successful usage in the partner impostor condition was a key result intended by our manipulation. Since the impostor bot in this condition had the ability to catch up to participants’ latest behaviors and copy them a few rounds later, it posed a constant challenge to flexibly update communication or risk deception. This highlights the reliance on precedence for conventional routes to communication. In contrast to the conventionality results, we did not expect reciprocity to be only viable in the partner impostor condition; yet, we did expect that this condition would be more reliant on reciprocity. Here, participant pairs could overcome bot impostors by demonstrating live interaction (as opposed to the unreactive bot) through reacting to one another’s movements. Potentially, the easy availability to communicate successfully through conventional methods might have made this option obsolete or outright detrimental in the foreign impostor condition, since it would distract from the simplest strategy: Repeat what was proven successful already.

It is important to note the potentially amplifying role of feedback in this regard, a much discussed topic in experimental semiotics (e.g., Garrod et al., 2007; Healey et al., 2007; Müller et al., 2019). Participants received perfect information about their own and their partner’s performance after each trial in the experiment. This was a deliberate design choice to encourage collaboration and motivate players, but also necessary since piloting revealed that the task was very hard for the average pair in either condition. However, it might have also emphasized conventional routes to success by reinforcing whatever behavior was successful before. A possible benefit of this reinforcement could be that it supported the relatively arbitrary conventions we aimed for in this study, but it could also explain why reciprocity only really mattered once conventionality was impossible. In any case, future research is well placed to use a different version of this paradigm and systematically investigate the role of feedback for the emergence of conventional strategies.

An interesting point regarding the interpretation of the study is the nature of the impostor bots. These bots were implemented by faithfully replaying previously recorded human behavior. In this sense, there is only a very limited algorithm guiding their behavior, outside of what source to pick the replay from. However, we believe that this is not a problem for the ecological validity of the study: First, participants did not have mechanistic insight into bots’ behaviors, with no prior instruction on what to expect from the bots. They sometimes suspected that the bot was copying human behavior; if so, they often believed it was copying their own moves (an interesting point by itself), and this also happened in the foreign impostor condition, where bots were not even drawing from their own dyad. Second, real-world bots are also increasingly learning from human data rather than being rule-based. This can be likened to the situation in our study, even if they are informed by data in a more complex way and not completely copying it.

Third, authentic human behavior is arguably the upper bound of performance for a machine in this task and should be particularly hard to differentiate for participants. In this way, we circumvented the potential issue that the bot might not be good enough at deception, and avoided a black box of bot behaviors we do not understand. Yet, we deliberately kept the limitation that the bots could not react to the current participant’s behavior, opening up space for reciprocal solutions to the task. This is reproducing the lack of pragmatic capabilities
preventing bots from passing the Turing test in natural language (Jacquet et al., 2021). An exciting avenue for future research would be to deviate from this constraint and attempt to construct bots that can mimic the reciprocal strategies. In our view, it should be possible to build this “pragmatic AI” in this specific minimal task. Most likely, it would turn out to be unbeatable by humans, constituting a small step toward bots centered on interaction, not language in a narrow sense.

Regarding the relevance of our study for real-life bots that we alluded to in the introduction, the current results suggest potential dangers in a scenario where bots manage to integrate personal information into deception attempts. Personalized recommender systems are already a reality, so it is imaginable that fraudulent bots could also take advantage of the information they can access, for example, within a social network. A concrete example would be a bot mimicking a typical conversation with an online acquaintance to lure victims onto a fraudulent website or to ask for money, for instance, via hacked or imitated social network profiles. Our results would suggest that such an attempt could be more dangerous than the typical spam and fake profiles we encounter online. In real life, humans navigate complex social and communicative environments that have the potential to protect us from deception through simple bots, but with the lower complexity in virtual interactions, this risk increases. Even though our task reduced interaction to its minimal foundations and did not involve natural language, it is a relevant concern precisely because we studied the basic abilities human communication is built on. On a more positive note, our results also show how reciprocal communication can be a solution to detect unreactive artificial agents reliably.

In the bigger picture, our study is an example of how a Turing test setup can be a fruitful approach to assess the basic principles of human communication. It has been argued that the Turing test should be more widely adopted to study reasoning and pragmatics (Jacquet et al., 2021). We expand on this idea by removing the requirement of natural language, opening up space to investigate the emergence of communication, based on ideas from pragmatics. Possible extensions include scaling up the complexity of the task and increasing the sophistication of the bots to study higher-level phenomena. The key strength and novelty we see in Turing test adaptations is that bots are controlled by the experimenter, and can thus be manipulated to test hypotheses about how human interaction and coordination can function. In contrast to confederates, these automated agents can deliver interactive behavior reliably in the same way. Simultaneously, we also learn about which characteristics will make interactive bots more convincing and human-like, or at least gain new insights into the mechanisms of machine-human interaction. Ultimately, our study is uniting ideas from language evolution, social cognition, and pragmatics within a new experimental task.

5. Conclusion

How can humans successfully establish communication when faced with imitative machine impostors that attempt to deceive them? We set out to investigate the role of conventions and reciprocal interactions for emergent communication in a minimal Turing test setup. Participants attempted to find out about their partner’s identity only through their virtual
movements. Our main findings are that bot impostors were more deceptive when they accessed the personal interaction history of a pair, and that they impeded the successful formation of conventions in this situation. Yet, under this condition, we found that reciprocity was a useful strategy. These results shed some light on human routes to communication even in minimal environments, and imply an increased risk through bots online, should those make use of these communicative mechanisms.
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