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Since the cognitive revolution, language and action have been compared as cognitive systems, with cross-
domain convergent views recently gaining renewed interest in biology, neuroscience, and cognitive science.
Language and action are both combinatorial systems whose mode of combination has been argued to be
hierarchical, combining elements into constituents of increasingly larger size. This structural similarity has
led to the suggestion that they rely on shared cognitive and neural resources. In this article, we compare the
conceptual and formal properties of hierarchy in language and action using set theory. We show that the
strong compositionality of language requires a particular formalism, a magma, to describe the algebraic
structure corresponding to the set of hierarchical structures underlying sentences. When this formalism is
applied to actions, it appears to be both too strong and too weak. To overcome these limitations, which are
related to the weak compositionality and sequential nature of action structures, we formalize the algebraic
structure corresponding to the set of actions as a trace monoid. We aim to capture the different system
properties of language and action in terms of the distinction between hierarchical sets and hierarchical
sequences and discuss the implications for the way both systems could be represented in the brain.
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It has long been recognized that both language and action are
structurally organized in a way that is not immediately evident from
their serial appearance. In the 1950s, Lashley (1951) and Chomsky
(1959) separately showed that then dominant behaviorist “chaining”
theories based on contiguous stimulus–response associations could
not account for serial behavior, such as language production and
action execution. Instead, these behaviors appear to be controlled by
internal, hierarchically organized plans, which allow human behav-
ior to be creative, productive, and flexible. Since then, similarities
between language and action have often been noted (Greenfield,
1991; Holloway, 1969; Miller et al., 1960), and more recent studies
propose that the two systems are analogous in their hierarchical
organization (Fitch & Martins, 2014; Fujita, 2014; Jackendoff,
2007; Pulvermüller & Fadiga, 2010; Stout & Chaminade, 2009).
Such proposals about cross-domain convergence are desirable from

an evolutionary perspective, in which one seeks to find a set of
primitives that account for the distinguishing features of the human
mind (Boeckx & Fujita, 2014; de Waal & Ferrari, 2010; Hauser et al.,
2002; Marcus, 2006). However, arguments in favor of the analogy
between language and action are formally underspecified. It is possible
to draw a hierarchical tree structure over any sequence, but what is

needed is independent empirical evidence that this structure explains
or describes a phenomenon in the natural world (Berwick&Chomsky,
2017; Bloom, 1994; Fitch & Martins, 2014; Moro, 2014a). In other
words, superficial resemblance is insufficient:

we cannot just observe that hierarchical structures are found in motor
control (e.g., tool construction), and thereby claim that these are directly
related to the hierarchical structures of language … Rather, it is
necessary to develop a functional description of the cognitive structures
in question, parallel to that for language … so we can look for finer-
scale commonalities. (Jackendoff, 2002, p. 80)

While formal linguistics has provided many accounts of the
specific properties of hierarchy in language, such a formal charac-
terization in the domain of actions and action plans is lacking (but
see Steedman, 2002, for an exception). To this end, the aim of this
article is to characterize the similarities and differences between the
hierarchical structures in language and action in both conceptual and
formal terms. The article is structured as follows: In Hierarchical
Structure in Language section, we discuss the type of data that
shows that the syntax of natural languages is organized hierar-
chically, after which we list the core properties of such hierarchical
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syntactic structure (Properties of Syntactic Structure section). In
Formalizing Linguistic Structure section, we formally describe these
structures in a domain-neutral way using the mathematical language
of set theory. We then show that this formalism is inadequate for
describing the action system (Formalizing Action Structure (1)
section) and suggest an alternative formalism to characterize its
properties (Formalizing Action Structure (2) section). In Language
Versus Action section, we conclude that the properties of syntactic
hierarchy are not found in action structures (The Nature of Structure
section) and discuss this conclusion in light of the idea that syntactic
representations are fundamentally hierarchical sets, while actions
are better conceived of as hierarchical sequences (Levels of Abstrac-
tion section). We end by discussing the implications for how
language and action might be represented in the brain.

Hierarchical Structure in Language

In linguistics, the term hierarchy refers to the format of linguistic
representations. At all levels of organization (phrases, words, and
syllables), linguistic structure is organized hierarchically (see
Everaert et al., 2015, for a recent overview). In the domain of
syntax specifically, it refers to the fact that words are embedded
into constituents, which are in turn recursively embedded into
larger constituents, creating the hierarchically organized syntactic
structures that are often visually denoted by means of tree struc-
tures. These tree structures are graphic representations of relations
that are essentially set-theoretic (Lasnik, 2000).
A main source of evidence for constituency is the observation that

the interpretation of phrases and sentences is often determined by
structural relationships. For example, the sentence “the woman saw
the man with binoculars” has two meanings. Either the woman
has binoculars, which she uses to look at the man, or the man has
binoculars. The sentence is ambiguous because it corresponds to two
possible structures, which differ in terms of the attachment site of the
prepositional phrase (PP) “with binoculars” (see Figure 1). If it
attaches to “the man,” forming a complex noun phrase (NP) constitu-
ent (Figure 1A), theman has the binoculars, but if it attaches to the verb
phrase (VP) “saw the man” (Figure 1B), the woman must be holding
the binoculars. Here, it is the structural relationship between the PP and
the other constituents that determines how the sentence is interpreted.
The structure dependence of meaning shows that language is

compositional. To be able to compare combinatorial systems, such

as language and action, we make a distinction between strong and
weak compositionality (Pagin & Westerståhl, 2010). In a strongly
compositional system, the meaning of a constructed unit is a
function of the meanings of its constituents and the way in which
these are structurally combined (Partee, 1995; Partee et al., 1993). In
a weakly compositional system, instead, the meaning of a con-
structed unit is a function of the meaning of the elements and the
total construction (i.e., the result of an operation applied over the
total construction of ordered elements; Pagin & Westerståhl, 2010).
A weakly compositional system can thus distinguish the meanings
of “John likes Mary” and “Mary likes John” because their total
constructions differ. However, weakly compositional systems can-
not capture structural ambiguity. Because they do not take into
account the structural relationships between intermediate represen-
tations, such as between the different constituents in Figure 1, they
are unable to distinguish the two interpretations of “the woman saw
the man with binoculars.”

A second source of evidence for constituent structure is that
syntactic operations, such as deletion and substitution, target con-
stituents rather than words or mere word sequences. For instance,
the phrase did so can substitute for a verbal word sequence, such as
“saw the man,” if this sequence forms a constituent. Because the
words “saw the man” form an isolated constituent only in the
structure of Figure 1B, the sentence “the woman saw the man
with binoculars and the boy did so with field glasses” (correspond-
ing to Figure 1C) can only mean that the boy is holding the field
glasses (analogous to the interpretation of Figure 1B), not the man.
In sum, both semantic interpretation and syntactic operations are
structure-dependent: They refer to hierarchical constituent structures
rather than to linear sequences of words, with the result that word
sequences that do not form constituents are not available to semantic
interpretation nor to syntactic operations.

Properties of Syntactic Structure

To generate such hierarchical structure, (any theory of) the
language faculty must include, at a minimum, a computational
procedure for combining smaller elements into larger elements.
The properties of this procedure are debated, but all linguistic
frameworks assume it in one form or another:Merge in theMinimalist
Program (Chomsky, 1995b), Unify in the Parallel Architecture
(Jackendoff, 2002), Forward/Backward Application in Combinatory
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Figure 1
Hierarchical Syntactic Structures

Note. The structures correspond to the sentences “(the woman) saw the man with binoculars” (A and B) and “(the boy) did so with field glasses”
(C). PP = prepositional phrase; VP = verb phrase; NP = noun phrase.
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Categorial Grammar (Steedman, 2000), and Substitution in Tree-
Adjoining Grammar (Joshi & Schabes, 1997). For our purposes, it is
important that the properties of this combinatorial operator are
formally defined, and that the operator is computationally general
enough so that it could play a role in cognitive domains beyond
language.Merge is one of the operators that meets these requirements,
as it is formally defined as binary set formation:Merge(α, β) takes two
elements α and β and forms the unordered set {α, β} (Chomsky, 2013;
Collins, 2017). It can be applied recursively, such that it takes its own
output as input: further combining the already formed set {α, β} with
γ yields the set {{α, β}, γ}. As should be clear, recursive application
of this combinatorial operation yields a structure that is hierarchical:
The smaller set is contained in the larger set. Because the generated set
is unordered (i.e., {{α, β}, γ} is identical to {γ, {β, α}}), the elements
in the set cannot be described in terms of linear precedence. Rather,
the relevant relationships are establishedwith respect to structure: The
element γ is higher in the structure and has a structurally more
prominent position than the elements α and β.
In the remainder of this article, we will assume that the combinato-

rial procedure for generating syntactic structure is binary set formation.
On this assumption, the hierarchical structure of syntax has the
following properties: Self-similar, endocentric, and unordered.1

Self-Similar

Human language use is creative: Language users can produce
and understand sentences that have never been produced before.
Specifying such an open-ended capacity using finite means re-
quires recursive procedures, such as the combinatorial operation
defined above. While this operation both generates hierarchical
structure and applies recursively, hierarchy and recursion are two
independent properties. Hierarchy is a property of the output
generated by the combinatorial operation (i.e., a property of its
extension). Recursion, instead, is a property of a function defined
in intension. A recursive function is a function that can apply
indefinitely to its own output, leading to structurally self-similar
output in which a unit of a specific type is contained in another unit
of the same type (in linguistics, this is called self-embedding: The
embedding of one thing into another thing of the same kind).
Recursively generated hierarchy will therefore often display simi-
lar properties across different levels of embedding, as can be seen
in the repetition of complement clauses like “he said that she
believes that he thought … ,”which is a sentence within a sentence
within a sentence. Note, however, that because a recursive function
is defined in intension rather than in extension, the recursivity of a
function should not be equated with its output. Absence of self-
similar output therefore does not warrant the conclusion that the
function generating the output is not recursive (Hauser et al., 2014;
Watumull et al., 2014).
The independence of hierarchy and recursion is further illustrated

by the fact that they doubly dissociate: Not all hierarchical objects
are generated by recursion and not all recursive functions generate
hierarchical structure. For instance, artificial grammars that generate
sequences of the type (ab)n and anbn can be recursive, via respec-
tively f: S → abS and f: S → aSb, but only the latter generates
hierarchical structure.2 Conversely, the syllable structure in phonol-
ogy is hierarchical but not recursive. A syllable contains an onset
and a rhyme, with the latter consisting of a nucleus and a coda.

This hierarchy is not recursive: A syllable cannot be embedded in
another syllable.

Endocentric

The categorial status of a constituent is determined by one of its
elements (the “head”): The set {α, β} can be of type α or β but not of
type γ. Endocentric structures are contrasted with exocentric struc-
tures, in which the label of a composed unit is not determined by one
of its elements.3 Labels allow phrases to be called upon by interpretive
and formal procedures, thereby determining their distributional
behavior. To give an example, the set {eat, cookies} is a verb phrase,
which has “eat-like” (interpretive) semantic properties and “verb-
like” (formal) syntactic properties, both inherited from the verb “eat.”
That this is the case can be seen by the fact that “eat cookies” can take
the place of the verb “eat” in “he likes to eat,” yielding “he likes to eat
cookies.” It cannot, however, take the place of the noun “cookies” in
“he likes chocolate cookies,” as is clear from the ill-formedness of “he
likes chocolate eat cookies.” The label of a composed unit thus places
a constraint on further computation, restricting the elements with
which it can combine: given that {eat, cookies} is a VP and not a NP,
it can combine with adverbs but not with adjectives.

Endocentricity is intricately linked to recursivity, because the
combinatorial operation can only be said to apply recursively if its
output is of the same type as its input (Boeckx, 2009; Hornstein,
2009; Watumull et al., 2014). Similar to recursivity, endocentricity
is a distinctive property of syntactic hierarchy, as not all linguistic
structures are endocentric.

Unordered

Because the combinatorial operation is defined as binary set
formation, no order is imposed on the members of the combined
set. While the unordered structure has to be linearized for spoken
language production, differences in linear order do not feed differences
in semantic interpretation and syntactic operations do not refer to linear
order. Different languages (and different modalities) can seem highly
different in terms of the linear ordering of their words (e.g., whether
heads precede or follow their dependents), which is a fundamental
source of cross-linguistic variation. In terms of the compositional
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1 More properties of language can be derived from the minimal assump-
tion that the structure-building procedure is binary set formation (see
Hornstein, 2017; Rizzi, 2013, for comprehensive lists of properties). How-
ever, many of these properties, such as displacement, do not have clear
analogues in actions (Moro, 2015; Pulvermüller, 2014). Because our aim is to
compare the (formal) properties that language and actions might share, we
focus on the properties of hierarchy listed here.

2 The grammars that generate (ab)n and anbn sequences can be imple-
mented recursively, though they do not have to be. These sequences can also
be generated with iterative functions that are not recursive, that is, do not call
themselves (Fitch, 2010; Jackendoff, 2011).

3 How it is determined which element defines the label of the phrase is
still a much-debated question and is outside the scope of this article (see
Boeckx, 2009; Chomsky, 2013; Fukui, 2011). What is important here is not
how phrases get their labels but that they get them from one of their
elements. Moreover, by using the term labels, we only refer to the fact that
the combined unit is of the same type as one of its elements. Whether these
labels reflect phrasal projections from the syntactic category of a lexical
item (as in X-bar theory; Jackendoff, 1977) or rather the lexical item itself
(as in bare phrase structure; Chomsky, 1995a) is not critical for our
purposes.
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properties of the hierarchical structure generated by Merge, however,
these languages show consistent similarities.
Note that the assumption about unorderedness is specific to the

definition of Merge as binary set formation and might not be shared
in other linguistic frameworks.4 What these frameworks do agree
on, however, is that syntactic operations are structure-dependent,
not order-dependent.

Defining structure building as binary set formation allows us to
derive both compositionality and structure dependence. First, the
structure of the input to the combinatorial operation is preserved in
its output. Thus, if α and β are constituents (or sets) in the input,
they are constituents (or sets) in the output as well: New elements
can only be added on top of the already formed set, not inside it.
Because the structure of every combination is retained at each level
of the hierarchy, the hierarchical structure is strongly composi-
tional. This can be shown with a structurally ambiguous phrase:
{deep, {blue, sea}} is not the same as {{deep, blue}, sea}. Note that if
the structure were not retained after recursive combination, it would
be possible to derive from {blue, sea} not only {deep, {blue, sea}} but
also {{deep, blue}, sea}. That would make it impossible to account
for the ambiguity of the phrase.
Moreover, recursively generated sets describe hierarchical relations

but not sequential relations. Therefore, syntactic operations that refer to
these sets can only refer to their structure, and hence be structure-
dependent, but not to their sequential order. Rules referring to a word’s
linear (ordinal) position are also ruled out by recursion: Because it is
always possible to recursively insert material between two items and
thereby change the linear position of thewords (e.g., “the boy swims”→
“the boy with muscular arms swims”), no operation can refer to the
linear position of elements in a sequence.
We should note that the properties we described above are proper-

ties of a cognitive capacity, which can be expressed in varying degrees
in natural languages (e.g., exocentricity might be found in certain
subject–predicate relations). Moreover, the faculty of language is
capable of assigning strongly compositional interpretations to most
sentences, but it can assign other interpretations as well (e.g., to
nondecomposable idioms; Baggio, 2021; Jackendoff, 2002). In other
words, we listed properties that a model of (the faculty of) language
must have, even though these need not be found in all constructions in
all languages.

Formalizing Linguistic Structure

In order to be able to evaluate the similarities and differences
between the hierarchical structure of language and action in a trans-
parent way, we need a theory-neutral conceptual vocabulary to
describe these structures. Ideally, this description should be accompa-
nied by a formal analysis of the similarities and differences, as well as
an evaluation of their implications (Guest & Martin, 2021; Martin,
2016, 2020; O’Donnell et al., 2005; Partee et al., 1993; van Rooij &
Blokpoel, 2020). To this end, the following paragraphs will present a
formal model in which we incorporate the properties of syntactic
structure as defined in Properties of Syntactic Structure section.

Generating Structures

Definition 1. (M, ⊕, ⊘) is a unital, commutative magma
generated from W, where:

1. W is the set of words that represents the lexicon of a
language.

2. M is a set of elements that are generated fromW, withW⊂M.

3. ⊕ is a binary set formation operation, such that for ∀a, b ∈
M, a ⊕ b = {a, b} = b ⊕ a ∈ M. Additionally, ⊕ is
nonassociative, so ∀a, b, c ∈M, (a⊕ b)⊕ c ≠ a⊕ (b⊕ c).

4. ∅ is the identity element, such that ∀m ∈M, m⊕∅ = m =
∅ ⊕ m.

A unital, commutative magma (henceforth referred to as a magma
for conciseness) is an algebraic structure (see Box 1), whose operation
we define as binary set formation following the formal definition of
Merge described in Properties of Syntactic Structure section. This
allows us to derive a number of important properties. First, as the
magma axiom states that for any twomembers a, b∈M, application of
this operator to a and b generates a member of M, thus yielding
unbounded generation. Second, ⊕ does not introduce labels, so the
label of each set is derived from one of its elements (i.e., endocen-
tricity; see Chomsky, 2013; Collins, 2017).5 Third, all elements inM
are unordered sets. And fourth,⊕ is nonassociative, which means that
the order in which it is applied affects the structure that is generated
(Fukui&Zushi, 2004). In otherwords, the structures that are generated
are strongly compositional: Their meaning is a function of the mean-
ings of their parts and the way in which they are structurally combined.

Without further constraints, a freely generatedmagmawould contain
elements that should not be constituents, such as {{eat}, {happy}}. To
avoid this without modifying the formal properties of ⊕, the lexical
items themselves must determine which combinations are licensed and
which are not. That is, the application of⊕ is constrained by selectional
restrictions on its input (i.e., which categories can(not) combine with
which other categories). For instance, {{eat}, {happy}} is excluded
because verbs do not combine with adjectives. The same restrictions
apply when the output of ⊕ is recursively used as its input. For
example, the set {V{eat}, {cookies}} cannot combinewith the adjective
“happy” because the former is labeled as a type of verb rather than as a
type of noun. Such illegitimate combinations are excluded by taking the
(grammatically licensed) subset of the freely generated magma.

We make the relationship between these constituent structures
explicit by defining a binary relationship between the elements of
the magma, turning it into a partially ordered magma (see Box 2).

Definition 2. (M,⊕,⊘,≤) is a partially orderedmagma,where≤
is a containment relationship between the elements in M that is
reflexive, transitive, and antisymmetric.

The relation≤ on the setM reflects containment or set inclusion, which
corresponds to the dominance relation commonly used in linguistics.
Thus, x1 ≤ x2 means that x2 contains (and thus dominates) x1. As a
visualization of this partially orderedmagma, consider the Hasse diagram
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4 See Saito and Fukui (1998) and Kayne (2011), who argue that Merge
(α, β) forms the ordered pair 〈α, β〉. This makes immediate precedence part
of syntax.

5 Labels are a convenient way to group together structures with identical
formal properties. In our formal setup, constituent labels are simply part labels
whose union produces the set of all grammatical structures. For example, with
W= {dog,man, big}, the labelNwould be the part {man, dog},A is {big}, and
NP is {{big, dog}, {big, man}}. Therefore, M = MN ⋃ MA ⋃ MNP.
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in Figure 2, which displays the containment relationship for two struc-
tures that map onto the sequence “woman saw man with binoculars.”
Besides containment, there is another relevant structural rela-

tion between the elements in constituent structures. This relation-
ship, called c-command (Reinhart, 1983), describes the scope
domain of a node in the tree structure. Specifically, a node α is said
to asymmetrically c-command a node β iff β is contained in the
sister node of α (e.g., in Figure 1A “saw” asymmetrically c-commands
every node contained in the higher NP).

Definition 3. For m1, m2 ∈ M, m1 c-commands m2 (denoted
m1 ≫ m2) if m1 ≰ m2, and m2 ≰ m1, and ∃!m = fm1, xg ∈ M,
andm2≤ x. Anasymmetric c-command relationship exists between
m1 and m2 if m1 ≫ m2 and m2 ≫̸m1. Asymmetric c-command
is irreflexive, transitive, antisymmetric, and locally total.

Given Definition 3, asymmetric c-command is a locally total relation
on nonterminal nodes in the tree structure.6 TheHasse diagram inFigure 3
visualizes the asymmetric c-command relationship for the two struc-
tures that map onto the sequence “woman saw man with binoculars.”

Sequences

Definition 4. (S, ∗, ‘’) is a monoid generated from W, where:

1. W is the set of words that represents the lexicon of a
language.

2. S is the set of sequences generated from W, with W ⊂ S.

3. ∗ is the concatenation operation, which is unital and
associative.

4. The empty sequence ‘’ is the identity element.

Definition 5.We define a binary relation (≺) on the elements in
s = (x1, x2, … xn) ∈ S, which we call precedence, where x1 ≺
x2 ≺ … xn. Precedence is irreflexive, transitive, antisymmetric,
and locally total.

Given Definition 5, precedence is a locally total relation on the set
of elements in a sequence (i.e., corresponding to the terminal nodes
in the tree structure). The Hasse diagram in Figure 4 visualizes the
precedence relationship for the sequence “woman saw man with
binoculars.”

Mapping Structures to Sequences

Following Kayne (1994), we assume that there exists a rigid
mapping between hierarchical structure and linear order, such that
only one linear sequence can be derived from a given hierarchical
structure. As noted above, asymmetric c-command and precedence are
locally total orders on the set of nonterminals and the set of terminals,
respectively. Kayne (1994) formalizes the mapping between these two
orders in the Linear Correspondence Axiom (LCA).

Linear Correspondence Axiom. A lexical item α precedes a
lexical item β iff

1. α asymmetrically c-commands β or

2. an XP dominating α asymmetrically c-commands β
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Box 1
Algebraic Structures

An algebraic structure consists of a nonempty set X (called the carrier set), a collection of
finitary operations on X (typically binary operations), and a finite set of axioms that these
operations must satisfy. To illustrate the relevant axioms for the current work, we consider X
as the carrier set and ⊙ as a binary operation acting on the elements of X.

1. ∀x1, x2 ∈ X, x1 ⊙ x2 ∈ X closed
2. ∀x ∈ X, ∃!i ∈ X such that x ⊙ i = i ⊙ x = x unital
3. ∀x1, x2, x3 ∈ X, (x1 ⊙ x2) ⊙ x3 = x1 ⊙ (x2 ⊙ x3) associative
4. ∀x1, x2 ∈ X, x1 ⊙ x2 = x2 ⊙ x1 commutative

Depending upon the axioms they satisfy, the algebraic structures form a taxonomy. Presented
below is a subset of this taxonomy, in which we highlight both the algebraic structures that are
relevant for the current work as well as their corresponding axioms.

Unital
commutative Commutative Trace

Magma magma Monoid monoid monoid
closed closed closed closed closed

unital unital unital unital
commutative associative associative associative

commutative partially commutative
Note. The algebraic structures are indicated in bold. The axioms are indicated in italics.

6 Strictly speaking, the relation is left-locally total (Kayne, 1994). A left-
locally total relation is total only on the elements to the left of the relation
(i.e., for aRb, R is left-locally total for a).
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Definition 6.We adopt the LCA as a surjective function f :M→ S, defining f for a pair of lexical items α, β ∈ m ∈ M, which holds for all
elements of the sequence by induction:

In short, Definition 6 states that a word α precedes a word β if
it asymmetrically c-commands β or if a node dominating α asym-
metrically c-commands β. The result of this mapping is a full total
ordering of the terminals of the hierarchical structure in question. It is
important to note that thismapping can be defined as a proper function
because, under the LCA, only one linear sequence can be derived from
any given hierarchical structure. Conversely, multiple hierarchical
structures can map onto the same linear sequence. For instance, the
precedence relations that are derived from the asymmetric c-command

relations in the two structures in Figure 3 are the same, which illustrates
the fact that the corresponding sequence is structurally ambiguous.

Ordering Sequences via Structures

When the sets inM are mapped to sequences in S, these sequences
are imbued with grammatical properties. What these grammatical
properties are can be understood in terms of the ordering that is
carried over from the containment relation inM. Consider Figure 5,

Box 2
Ordered Sets

An ordered set X is a set ordered by a binary relation, denoted here with infix notation ≤, such
that ∀x, y, z ∈ X, the following axioms may hold (depending on the kind of order):

1. x ≤ x; reflexive
2. if x ≤ y and y ≤ z, then x ≤ z; transitive
3. if x ≤ y and y ≤ x, then x = y; antisymmetric
4. x ≤ y or y ≤ x total

When the binary relation is transitive and antisymmetric, the set is called partially ordered. A
totally ordered set is an ordered set whose binary relation holds between all elements of the set.
When a relationship is only total when restricted to X′, which is a subset of X, we consider X′
locally total (Kayne, 1994). We therefore say that ∀x, y ∈ X′ ⊂X, x ≤ y or y ≤ x.

Figure 2
Hasse Diagram of a Subset of the Partially Ordered Magma M

Note. The Hasse diagram displays two different structures that map onto the sequence “woman saw man with binoculars”. Arrows indicate direct
containment. The subscript at the opening curly bracket of each binary set indicates the label of that set.
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where the constituent structures in M (left panel) are mapped to
the sequences in S (middle panel) via the LCA. By virtue of the
containment relation by which the elements of M are ordered, this
mapping imposes structure on the set of sequences (right panel) that
is not there if only their sequential properties are considered.
If we only consider the sequential properties of the elements in S, a

partial ordering already exists. This partial ordering is based on string
containment. For example, both “woman with” and “with binoculars”
can be said to be contained in the sequence “womanwith binoculars.”
Using the Map f:M→ S, we impose a restriction on this ordering: for
two elements m1, m2 ∈ M, f(m1) ≤ f(m2) iff m1 ≤ m2. That is, two
sequences in S are contained in one another only if their constituent
structures in M are contained in one another. This imposed ordering
restricts the initial ordering by excluding both ungrammatical se-
quences as well as containment relations that are not the result of a
structural relationship. For example, in the middle panel of Figure 5,
the subsequences s8, s9, and s10 do not appear in the imposed partial
ordering. s10 is an ungrammatical sequence and therefore has no
structural analog in M. s8 and s9 are subsequences of a grammatical
sequence, yet they do not correspond to constituents and are therefore
not retained in the ordering. Thus, only strings that correspond to
constituents are retained in the partial ordering, and this partial
ordering is based on constituent containment, as can be seen in
the substructure in the right panel of Figure 5.
To sum up, we used the binary set formation operator⊕ to generate

hierarchical constituent structure. From the resulting structure, whose
containment relationships are visualized in Figure 2, we derive all c-
command relationships (see Figure 3). From these c-command re-
lationships, we derive a linear sequence with precedence relationships
using the LCA. Using the containment relationship in the partially
ordered magma (see Figure 2), we impose an ordering relation on the
resulting set of sequences (see Figure 5). The latter is possible because
we define the algebraic structure corresponding to the set of structures
as a magma, whose combinatorial operator is nonassociative. This

allows us to generate strongly compositional structure, which is a
necessary requirement for any description of (the faculty of) language.

Hierarchical Structure in Actions

Having defined and formalized the properties of hierarchical struc-
ture in syntax, we will now consider whether action hierarchies are
analogous to syntactic hierarchies. Similar to the hierarchical structure
underlying sentences, action sequences are thought to be governed by
hierarchically organized action plans (Botvinick, 2008; Cooper &
Shallice, 2000, 2006; Holloway, 1969; Koechlin & Jubault, 2006;
Lashley, 1951; Miller et al., 1960; Rosenbaum et al., 2007).7 This
structural analogy between linguistic syntax and actions has received
considerable attention from several corners of cognitive science
(Boeckx & Fujita, 2014; Fadiga et al., 2009; Jackendoff, 2007,
2009; Moro, 2014a, 2014b; Stout & Chaminade, 2009), in which
the hierarchical structure of actions is thought to be generated by an
action syntax (Fitch &Martins, 2014; Fujita, 2014; Maffongelli et al.,
2019; Pulvermüller, 2014).

The idea is often illustrated using the example of tea- or coffee-
making as a goal-directed behavioral routine (Cooper & Shallice,
2000; Fischmeister et al., 2017; Fitch &Martins, 2014; Humphreys &
Forde, 1998; Jackendoff, 2007, 2009; Kuperberg, 2020). A multistep
action such as tea-making can be decomposed into discrete subse-
quences of actions, which in turn can be decomposed into subsubse-
quences, and so forth. Figure 6 shows a visual representation of the
hierarchical part-whole structure of “making tea.” The highest
level in the hierarchy represents the complex, temporally extended
and goal-directed action, middle levels represent short-term, less
complex subactions with their own subgoals, and the lowest level
(terminal nodes) contains atomic actions with immediate subgoals.
Decomposing complex actions into these embedded subsequences
is theoretically and empirically warranted because the subsequences
may be used in different tasks, because they are sometimes omitted,
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Figure 3
Hasse Diagram of a Subset of the Partially Ordered Magma M

A B

Note. The Hasse diagram displays two different structures that map onto the sequence “woman saw man with binoculars”.
Arrows indicate asymmetric c-command. The subscript at the opening curly bracket of each binary set indicates the label of that
set. The diagram in (A) corresponds to the structure in Figure 1A, where the man has the binoculars. The diagram in
(B) corresponds to the structure in Figure 1B, in which the woman is holding the binoculars.

Figure 4
Hasse Diagram of an Element of the Set of Sequences S

Note. The Hasse diagram displays the sequential structure of the sequence
“woman saw man with binoculars”. Arrows indicate precedence.

7 Note that we are concerned with describing the structure of actions rather
than with describing how action sequences come about in a processing
system (Badre, 2008; Tettamanti &Moro, 2012). The latter question belongs
to the study of motor control, which is also hierarchically organized but has
different properties: Motor control is based on causal relations (“processing”
hierarchy), while actions should be described in terms of part-whole relations
(“representational” hierarchy; see Uithol et al., 2012, for discussion).
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repeated, or substituted as a whole, and because they all have their
own subgoal, which must be fulfilled in order to achieve the
overarching goal (Cooper & Shallice, 2000, 2006; Humphreys &
Forde, 1998; Lashley, 1951; Norman, 1981; Reason, 1979;
Rosenbaum et al., 2007; Schwartz, 2006).

Formalizing Action Structure (1)

The following sections describe the structure of actions using
the same mathematical formalism used to describe language in
Formalizing Linguistic Structure section. We first show that this
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Figure 5
An Ordering Relationship Is Imposed on S via the Structure in M

Note. PP= prepositional phrase; VP = verb phrase; NP = noun phrase; LCA= Linear Correspondence Axiom. The leftmost panel contains a subset
of the partially ordered magmaM, with the elements (denoted by their labels) ordered by containment. The labels IP, VP, NP, and PP refer to the labels
of the constituents. Here, IP stands for Inflectional Phrase (whose head contains information about tense and inflection), which is often used as the top-
most constituent in the structural representation of a sentence. A subset of S is shown in the middle panel, with example sequences presented below the
figure. The LCA function f:M→ Smaps elements inM to elements in S, thus imposing a structural ordering relation on the sequential elements in S
(rightmost panel). See the online article for the color version of this figure.

Figure 6
An Example of a Hierarchical Decomposition of an Action Sequence, Such as Making Tea

Note. The terminal nodes correspond to the atomic actions in Figure 7. See the online article for the color
version of this figure.
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formalism is inadequate for describing actions. Formalizing
Action Structure (2) section then proposes an alternative way to
describe the structure of action sequences.

Definition 7. (M, ⊕, ∅) is a unital, commutative magma
generated from A, where:

1. A is a set containing atomic actions, such as the examples
presented in Figure 7.

2. M is a set of elements that are generated from A, with
A ⊂ M.

3. ⊕ is a binary set formation operation, which is commuta-
tive, nonassociative, and closed.

4. ∅ is the identity element.

By defining the same binary relationship as used in Definition 2,
we derive a partially ordered magma in which the actions and
action sets are partially ordered by containment. A subset of this
partially ordered magma is visualized in the Hasse diagram in
Figure 8, which displays the containment relationship for two
structures that map onto the same action sequence for making tea.
Note that the two topmost action structures are derived in a
different way. This figure illustrates a crucial point about the
(ir)relevance of hierarchical structure in the interpretation of action
sequences. That is, because the ⊕ operator is nonassociative, the
order in which actions are combined using ⊕ affects the structure
that is generated. Therefore, if we were to interpret these structures
in a strongly compositional way, we would have to conclude that
they correspond to different actions. This is clearly an undesirable
conclusion, because the two structures correspond to one and the
same action sequence. In other words, adopting a nonassociative
combinatorial operator for generating action structures makes the
model too strong: It will differentiate two action structures that should
not be distinguished because they map onto the same action sequence
and thus achieve the same goal in effectively the same way.

Compositionality in Language and Action

The fact that a strongly compositional formal model does not
accurately describe actions indicates that the action system is not
strongly compositional. If the action system is weakly compositional
instead, it follows that one action sequence cannot be associated with
multiple hierarchical structures. This prediction is borne out: struc-
turally ambiguous actions, where one action sequence is associated
with more than one structural representation and therefore more than
one goal, do not seem to exist. This does not mean that actions cannot
be ambiguous. Any given action may be characterized in terms of
different goals, but these different goals are not a function of a
decomposition of the action sequence in terms of hierarchically

organized “action constituents.”Whether the action’s goal is achieved
depends on the temporal order of its constituent actions, not on their
hierarchical organization.

Formalizing Action Structure (2)

In the previous section, we showed that when the language
formalism is applied to actions, it appears to be too strong: It
makes a distinction that should not be made. The model is also too
weak: Actions and action plans are structured by temporal (pre-
cedence) relations, but the model does not take temporal order into
account. In the current section, we therefore propose an alternative
way to describe the structure of actions. The operator used to
generate action structures must meet at least two requirements.
First, it must generate sequential structure, because actions are
temporally ordered. Second, it must not be nonassociative, because
actions are not strongly compositional.

A Set of Partitioned Sequences

We have already defined the set of sequences as S (see Definition
4). The elements in each sequence are in a total, transitive, and
antisymmetric ordering (see Box 2). This set is partitioned according
to the following criterion: Sequences are deemed equivalent if they
bring about a particular change in the environment (i.e., they achieve
the same “goal”). All equivalent sequences are part of a single
equivalence class whose label corresponds to the goal achieved by
the sequences in it.

Definition 8. Given the set S, a partition of S contains a set G,
and for each g ∈ G, a nonempty subset Sg ⊆ S exists, such that:

Figure 7
Atomic Actions for Tea Making

Note. (a) Fill kettle with water. (b) Turn on kettle. (c) Put teabag in cup. (d)
Pour hot water into cup. (e) Open fridge. (f) Grab milk. (g) Pour milk into cup.
In the context of Definition 7, A = {a, b, c, d, e, f, g}. See the online article for
the color version of this figure.
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Here, we take g ∈ G as the set of part labels (i.e., the labels
given to each element in the partition). Because all sequences
in a given part are equivalent, we call every element s ∈ Sg a
representative sequence of that part Sg.

The partitioning of S yields a set of part labels that correspond to the
set of goals they accomplish. These goals can be interpreted as
abstractions over action sequences that have something in common,
namely the change they bring about in the environment (see e.g.,
Cooper & Shallice, 2000).

Generating Structured Sequences

Definition 9. We define action structure as (G, ⊗, ∗, ∅),
where:

1. The elements of G are part labels (see Definition 8)
corresponding to action sequences that achieve a parti-
cular goal.

2. ⊗ and ∗ are two sequence-building operators that generate
the elements of G, with ∅ as the identity element.

Note that we include the set of atomic actions in G, because
atomic actions achieve a particular change in the environment and
therefore have their own subgoal. Therefore, an atomic action is
simply an equivalence class with only one element.

A goal can often be achieved in several ways. For example, given
the actions in Figure 7, the goal “make black tea” corresponds to the
part Sb, where Sb = {(a, b, c, d), (a, c, b, d), (c, a, b, d)}. Here, a (“fill
kettle with water”) must precede b (“turn on kettle”), which in turn
must precede d (“pour hot water into cup”), so the relative temporal
ordering of (a, b, d) is fixed. However, the position of action c (“put
teabag into cup”) within this action sequence is specified only in
relation to d; it can be placed at any position before d within (a, b, d),
thus yielding three action sequences. In other words, for a given goal to
be achieved, the temporal ordering of some actions must be specified,
whereas it need not be specified for other actions. We achieve this
combination of the requirement of strict temporal ordering with
temporal flexibility via the use of two sequence-building operators.
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Figure 8
Hasse Diagram of a Partially Ordered Magma, Which Displays Two Different Structures That Map Onto the
Same Action Sequence for Making Tea

Note. The boxes around action combinations represent binary sets, and the arrows indicate direct containment. See the online
article for the color version of this figure.
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Definition 10. ∗ is a sequence-building operation ∗: G × G→ G. Let a, b, c ∈ G be three part labels, and let sa ∈ Sa, sb ∈ Sb, sc ∈ Sc be three
representative sequences, where sa = (a1, a2, … an), sb = (b1, b2, … bm).

Definition 11.⊗ is a sequence-building operation⊗:G ×G→ G. Take sa and sb as defined in Definition 10. Then sa⊗ sb = {(c1, c2, …
cm+n)}, such that

The operator ∗ is simple concatenation. This operator is required
because the temporal ordering of some actions must be specified. For
example, if h∈G represents the (sub)goal “obtain hot water”, then we
must define Sh = a ∗ b due to the requirement that the kettle should be
filled with water (action a) before it is turned on (action b). The
temporal precedence relationship between these two actions requires
an operator that yields strict sequential orders. Clearly, concatenation
is not commutative: The sequence generated by sa ∗ sb is different from
the output of sb ∗ sa. Moreover, because ∗ generates sequences whose
only relationship is precedence, it is associative: sa ∗ (sb ∗ sc)= (sa ∗ sb)
∗ sc. In sum, (G, ∗) forms a monoid, which is an algebraic structure
consisting of a set equipped with an operation that is closed, unital, and
associative (see Box 1).
The operator ⊗ generates sets of sequences whose orders vary,

with the only constraint that the relative orderingwithin its arguments
is retained. For example, for two sequences, sa = (a, b, d), sb = (c),
sa ⊗ sb = {(a, b, d, c), (a, b, c, d), (a, c, b, d), (c, a, b, d)}. In each of
the sequences generated by sa ⊗ sb, a precedes b, which precedes d.
So, while⊗ allows for flexibility in terms of the order of the actions in
the sequences, the flexibility is constrained by the sequential proper-
ties of sa, whose precedence relationsmust be retained in the output of
sa⊗ sb. Because⊗ is a sequence-building operator that is constrained
only by the sequential properties of its input (i.e., the ordering within
its input arguments), ⊗ is associative. But as it does not specify the
ordering among its input arguments, ⊗ is also commutative. (G, ⊗)
therefore forms a commutative monoid (see Box 1).
The two notions of precedence and flexibility are combined in

(G,⊗, ∗), which is an algebraic structure called a trace monoid (also
called partially commutative monoid; see Box 1). A trace monoid is a
monoid of traces, which are sets of sequences that form equivalence
classes (Mazurkiewicz, 1995). In (G, ⊗, ∗), the traces contain
equivalent sequences generated by ⊗ and ∗. In a trace monoid,
two sequences are equivalent if they only differ in the order of a pair
of elements for which an independency relation is defined.8 These
independent elements are allowed to commute in the sequences of the
equivalence class.9 Consider the independency I = {(b, c), (c, b)},

which holds that the actions b and c are allowed to commute; no
precedence relation between them is specified. Given (b, c) ∈ I, we
say that two action sequences are equivalent if they differ only in the
ordering of b and c. The trace monoid is then said to contain a trace
where acb ∼ abc.

To sum up, defining the trace monoid (G, ⊗, ∗) allows us to
achieve simultaneously temporal precedence and temporal flexi-
bility. The operator ∗ is required to build sequences where
temporal precedence is necessary (e.g., “grab milk” must precede
“pour milk into cup”), and⊗ is used to generate action sequences
whose temporal relationship is not specified (e.g., the action “grab
milk” can precede or follow “put teabag in cup”). The combined
use of ∗ and ⊗ leads to equivalence classes of sequences that
contain a mixing of intermediate goals that are temporally inde-
pendent of other intermediate goals. The mixing procedure intro-
duced by ⊗ might destroy immediate precedence (or temporal
adjacency) relationships in the output of ∗, but this is unproblem-
atic: While it makes sense to let “open fridge” be directly followed
by “grab milk”, this is not necessary. One could open the fridge,
perform all other tea-making preparations, and then grab the milk.

Hierarchical Relations Between Action Sequences

While the output of the two associative operators is a set of
sequences, these sequences contain underlying structure if we take
their derivational history into account (cf. “configurational proper-
ties” in Miller et al., 1960). For instance, given the atomic actions in

8 Independency relations are symmetric (i.e., if (a, b) is present, then so is
(b, a)) and irreflexive (i.e., there are no relations of type (a, a)) and can be
extended to relations between sequences (see Mazurkiewicz, 1995).

9 Commutativity in the general sense is slightly different from the way it is
used in the context of traces. In the general sense (as used in Box 1), it refers
to an operation that produces the same output if the order of the operands is
changed, such as in a ⊗ b = b ⊗ a. In the context of a trace monoid, the
notion of sameness is replaced by equivalence, where a⊗ b = {ab, ba}, and
ab ≠ ba but ab ∼ ba.
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Figure 7, the sequence (a, b, c, d) corresponds to the goal of making
black tea. By itself, this sequence does not provide a lot of
information about the precedence relations that might hold for
the complex action; it could in principle have been generated via
(((a ⊗ b) ⊗ c) ⊗ d). Such information can be inferred only if
additional action sequences are observed that achieve the same goal
(see Box 3). Knowing how the action sequence was derived allows
us to specify the temporal constraints to which it must adhere,
which in turn provides information about the causal structure of the
action plan. Thus, by deriving [(a, b, c, d)] ∈ (a ∗ b) ⊗ (c ∗ d), we
make temporal precedence relations concrete: a must precede b,
and c must precede d.
The derivational history of the sequence provides information

about which other sequences are also possible. From observing only
(a, b, c, d), it would be impossible to knowwhether (c, a, b, d) is also
a fine sequence. However, that knowledge can be deduced if we
know how the sequence was derived, because (a ∗ b)⊗ (c ∗ d) also
generates the sequence (c, a, b, d). The derivational history thus
provides information that is not present in the temporal structure of
the sequence, including information about the relationship between
the output sequence and its subsequences. In (c, a, b, d), it is still the
case that c precedes d, even though they are not adjacent anymore.
But by taking into account the derivational steps leading to (c, a, b, d),
we can specify a hierarchical relationship between (c, d) and (c, a, b, d),
which states that (c, d) ∈ (c, a, b, d) because (c, a, b, d) was
generated via (a, b) ⊗ (c, d). This relationship holds even though
(c, d) is not a subsequence of (c, a, b, d). Action sequences can be
seen as hierarchical sequences, which are sequences with a derivational
history that specifies how they relate to the action sequences from
which they are derived. This allows us to go beyond the sequential
structure of actions in a system that is still weakly compositional.

Language Versus Action

A Formal Comparison

In the previous sections, we described the properties of hierarchical
linguistic structure (generated by ⊕) using a magma. When this
formalismwas applied to actions, it appeared to be too strong, deriving

multiple “interpretations” from unambiguous action sequences, and
too weak, as it does not generate temporally ordered structures. To
overcome these limitations, our alternative formalism of actions
described action structures as a trace monoid (generated by noncom-
mutative ∗ and commutative ⊗). A crucial difference between these
algebraic structures (see Box 1) is that the operation associated with
magmas is nonassociative, whereas that associated with monoids is
associative. As a consequence, the structure generated by ⊕ and
represented in the magma is strongly compositional: The constituent
structure of the input to ⊕ is retained in its output. This is important
because both syntactic operations and semantic interpretation are
structure-dependent. If the internal structure of each combination
would be lost, syntactic rules could not target constituents. Moreover,
meaning could not be derived from constituent structure, so sentences
could not be structurally ambiguous; the system would generate
only one output for ((deep ⊕ blue) ⊕ sea) and (deep ⊕ (blue ⊕
sea)). In contrast, the action structure generated by the associative
operators ∗ and ⊗ and represented in the trace monoid is weakly
compositional. This weakly compositional, order-sensitive model
can account for the relevant properties of action structures. To
conclude the formal comparison, by comparing language and
action in terms of the combinatorial operations underlying their
structures, this work paves the way for further, formally grounded
cross-domain comparisons of the features of human cognition.

The Nature of Structure

Our formal characterizations of language and action show that
their structural representations are different, in particular, concerning
the relevance of constituency (see Papitto et al., 2020; Zaccarella
et al., 2021, for a similar conclusion from the neuroimaging litera-
ture). The same conclusion is reached when we compare language
and action in terms of the properties of syntactic structure discussed
in Properties of Syntactic Structure section.

Self-Similar

It has been argued that the combinatorial operation involved in
building syntactic structures evolved from a preexisting system for tool
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Box 3
Inferring Plans From Action Sequences

In order to achieve a given goal, the relative order of some related actions must be specified, whereas that of some unrelated actions can
be left undefined. Given a set of observed action sequences that successfully reach the same goal, the abstract plan to reach that goal can
be extracted via the intersection of the sets of binary relations representing the sequences.

As a simple illustration, consider a sequence x= (a, b, c, d) consisting of nonrepeating atomic actions. The precedence relations for x are
a ≺ b ≺ c ≺ d. The sequence can be represented as a set of binary relations. If we take these binary relations to represent precedence, x
will be represented as {(a, b), (b, c), (c, d), (a, d), (a, c), (b, d)}. By observing only x, it is not immediately clear which of these elements
are dependent and which are not. However, observing the sequence y= (c, a, b, d) (represented as y= {(c, a), (a, b), (b, d), (c, d), (c, b),
(a, d)})), which achieves the same goal, provides more information. The plan to reach the goal is represented by the intersection of the
sets of binary relations:

x ∩ y = fða, bÞ, ðc, dÞ, ðb, dÞg

This intersection corresponds to the plan of making black tea (see Figure 7). Notice how this partial order is compatible with the
previously unseen sequence (a, c, b, d), which reaches the same goal successfully as well.
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use, also called Action Merge, which is thought to apply recursively
(Fujita, 2014, 2017; Pulvermüller, 2014; Stout & Chaminade, 2009).
As recursively generated hierarchy is characterized by self-similarity
across levels of the hierarchy (Martins, 2012), one approach toward
determining whether action structures are recursively generated is to
examine whether they display self-embedding of tokens of the same
type. That requires knowing what the types are. Consider the structure
in Figure 6. One could combine “open fridge” and “grab milk” into an
action constituent, which could be labeled “getmilk”. Here, it is unclear
whether “get milk” is of the same type as “grab milk”. Moreover, it
seems plausible that the action “pour hot water into cup” is similar to
“pour milk into cup,” but that is because the tokens are similar (both
involve pouring), not necessarily because their types are. To determine
whether action structures are recursively generated, a theoretical
specification of the types of actions is needed.
Our primary goal is to evaluate the claim that the hierarchical

structures found in language and action are analogous. The validity
of this claim rests on positive evidence that actions, like language,
are recursively generated. In the absence of such evidence (e.g., in
the form of self-similar hierarchy), it is premature to conclude that
actions are structurally analogous to language.

Endocentric

Some of the hierarchical representations of actions that are proposed
in the literature contain action constituents with one key element, or
“head”, which describes the core of the action and determines its
(end)goal (e.g., Fischmeister et al., 2017; Jackendoff, 2007, 2009,
2011).While thismakes the structures “headed,” it does notmake them
endocentric. That is, it seems that this head merely serves to describe
the main action of the action sequence rather than to provide a label for
the constituent it is dominated by. In Figure 6, for instance, the action
constituent formed by the combination of “open fridge” and “grab
milk” is not a type of either of these actions. In line with the idea that
endocentricity is unique to language (Boeckx, 2009; Hornstein, 2009),
action hierarchies seem to be exocentric.
A plausible reason for the difficulty in assigning labels to action

constituents is that actions do not have clear conceptual units, such
as words (Berwick et al., 2011; Moro, 2014a), and that groups of
actions do not obligatorily fall into a closed set of distinguishable
categories, such as NP or VP (Jackendoff & Pinker, 2005). Without
these categories, groupings of actions into constituents cannot be
labeled or “syntactically” named, which means that there are no
grammatical constraints on how the resulting constituents can be
used in further combinations.

Unordered

Representations of actions are intimately tied to the physical
environment in which the actions are performed (Graves, 1994;
Kuperberg, 2020; Moro, 2014a; Zaccarella et al., 2021). As such,
they are not order-independent: Some subactions must precede others
in order for the action to achieve its goal (Fitch &Martins, 2014), and
indeed, the output of Action Merge is inherently ordered (Fujita,
2014).10 Comparing this to language, we see that the externalization
of spoken language is also sequential, but that sequential order does
not play a role in the representation of syntactic relations, which are
invariably structure-dependent.

It has been proposed that closely related actions, which can be
separated by arbitrarily many “embedded” actions (e.g., [open door
[switch on light [brush teeth] switch off light] close door]), are similar
to long-distance dependencies in language (Pulvermüller, 2014;
Pulvermüller & Fadiga, 2010). This analogy is incorrect, however,
regarding the hierarchical organization of constituent structure.
While these action dependencies have serial and temporal proper-
ties (e.g., you cannot close a door before having opened it), they
have no hierarchical properties. If they were truly hierarchical, the
embedded action would be expected to adhere to structural re-
strictions on its distribution, which would be the case if the
embedding of [brush teeth] at a different position, like in [open
door [brush teeth] [switch on light switch off light] close door],
were not allowed. Moreover, if the dependency between “switch
on light” and “switch off light” were hierarchical, it should not be
affected by linearly or temporally intervening actions, so whatever
happens during “brush teeth” should not be able to affect the action
“switch off light.” As neither appears to be the case, it is more
appropriate to label the dependency between two actions temporal
(or causal) rather than hierarchical (Moro, 2014b, 2015). Indeed,
actions and events can be understood in terms of temporal (and
causal) structure (McRae et al., 2019; Zacks & Tversky, 2001), and
oddly ordered complex actions, which are thought of as ungram-
matical actions (e.g., Maffongelli et al., 2019), reflect the violation
of “temporal rules” rather than phrase structure rules (Zaccarella
et al., 2021).

The observation that none of the properties of hierarchy in syntax
are found in actions suggests that the analogy between language and
action is not to be found in syntactic structure. One plausible reason
for this is that the syntax of actions cannot be independently defined.
In language, syntax is computationally autonomous, having its own
principles and properties that cannot be reduced to other factors,
such as meaning (Adger, 2018; Berwick, 2018; Chomsky, 1957).
The application of these principles is constrained by economy
conditions (e.g., locality, minimality; see Collins, 2001), but not by
whether they generate semantically interpretable or coherent out-
put. Therefore, in language, there is an independent notion
of grammaticality: Sentences are ungrammatical if their structures
cannot be generated by the rules of syntax, or if they violate
conditions on these rules. One way to illustrate this is by means of
interpretable but nevertheless ungrammatical sentences.
A sentence such as “which boy did they meet the girl who
insulted?” is ungrammatical but can be interpreted (i.e., corre-
sponding to the logical statement “for which x, x a boy, did they
meet the girl who insulted x?”). Its deviance is due to the violation
of a purely formal (locality) principle constraining the grammar,
which is unrelated to its interpretability. Conversely, the sentence
“colorless green ideas sleep furiously” is semantically odd, yet
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10 Even under an analysis in which immediate precedence plays a role in
syntax (as in Kayne, 2011), the crucial difference between language and
actions remains: If two linguistic objects α and β are not adjacent in their
base-generated position (i.e., they do not form the ordered pair 〈α, β〉), their
relationship is defined as a relationship that refers to the (hierarchical)
constituents they are contained in, not as a relationship that refers to their
linear or temporal order. There is no such constraint in actions, where some
actions must precede (distant) others, regardless of the relationship between
the action constituents in which they are contained.
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fully grammatical, showing that grammaticality does not boil
down to meaningfulness or interpretability.
In contrast, the validity of action sequences seems to be related

to their coherence, in terms of both logical consistency and
environmental appropriateness. It has been suggested that a complex
action is “ungrammatical” or “ill-formed” if its subparts are ordered in
such a way that the action’s overall goal cannot be achieved
(Jackendoff, 2007; Maffongelli et al., 2019). The “grammaticality”
of an action is thus intimately tied to the fulfillment of its goal,
showing that the notion “ungrammatical” is very different for action
sequences and sentences. On this interpretation, an “ungrammatical”
action is similar to a sentence that does not convey the intended
meaning, either because it is logically incoherent or because it is
situationally inappropriate. The action equivalent of a logically
incoherent sentence could be an action sequence in which a coffee
grinder is turned on before the coffee beans are added. This is
logically incoherent because it violates causality principles of the
physical environment. An action like turning off the light when
walking into your office during nighttime, instead, does not violate
such principles, but it would be situationally inappropriate because it
would preclude you from seeing anything.
Because there is no autonomous action syntax, there is no

independent notion of grammaticality, devoid of goal-dependent
meaning. As a result, it is unclear how to evaluate whether a given
structural decomposition of complex actions into constituents is
veridical unless we know the goal or conceptual content of the action
(Berwick & Chomsky, 2017; Jackendoff, 2007). It seems that the
decomposition of an action sequence into a hierarchical tree struc-
ture only works to the extent that the subactions are meaningful or
coherent (i.e., represent subgoals).

Levels of Abstraction

The difference between language and actions in terms of their
dependence on hierarchical and sequential structure can be cap-
tured quite naturally under the distinction between hierarchical sets
and hierarchical sequences, a terminological contrast adopted by
Fitch and Martins (2014) to distinguish possible interpretations of
the term hierarchy.11 Fitch and Martins (2014) describe hierarchical
sets as structures that specify the superior/inferior relation between
their elements (i.e., specifying containment), but whose elements
are unordered at any given level. Hierarchical sequences, instead, are
hierarchically generated structures in which sequential order matters:
At least some elements at any given level represent a sequence rather
than a set.
We will argue that language needs to be described in terms of

both hierarchical sets and hierarchical sequences, but that actions
can be described as hierarchical sequences only (see Figure 9).
Regarding language, the level of hierarchical sets directly corre-
sponds to the output of the combinatorial operator (left panel, top
row in Figure 9). This level is explanatorily relevant for syntactic
theory because it naturally captures the properties of syntax
described in Properties of Syntactic Structure section: Hierarchical
sets generated by Merge are self-similar, endocentric, and unor-
dered (Lasnik, 2000). Explanations for both structural relations
within languages and structural generalizations between languages
should thus be stated at the level of hierarchical sets (e.g., the head-
dependent relations in English and Japanese are identical at the
level of hierarchical sets). These structural relations, however, are

not directly realized in the external properties of the linguistic signal;
externally, language does not contain sets. Instead, phrases and
sentences are sequences that contain information about the way in
which they were derived (see middle panel, top row in Figure 9). At
this level of hierarchical sequences, we can describe a speaker’s
knowledge about those syntactic properties of their language that are
realized in the sequential structure of words and phrases (e.g.,
morphosyntax, word order), such as whether heads precede or follow
their dependents (e.g., English vs. Japanese).

As we noted at the end of Hierarchical Relations Between
Action Sequences section, actions might be seen as structured
sequences of events, whose derivational history is informative
about the causal structure of the underlying action plan (middle
panel, bottom row of Figure 9). However, the structural properties
of actions cannot be described in a way that is completely detached
from the physical instantiation of the action sequence, most clearly
because (the representations of) action sequences contain infor-
mation about temporal order. Because the properties of syntactic
structure are not found in actions, it is not necessary to postulate
hierarchical sets as an explanatorily relevant level of abstraction
for actions.

The distinction between hierarchical sets and sequences is useful
in explaining why it has been found that the brain areas involved in
language processing (in particular, BA44 in the left inferior frontal
gyrus) are also activated in response to tasks involving hierar-
chically organized actions (Higuchi et al., 2009; Koechlin &
Jubault, 2006). At first thought, these neuroimaging results support
the idea that there is a supramodal hierarchical processor in the
brain that processes the hierarchical structures of cognitive systems
such as language and action (Fadiga et al., 2009; Fazio et al., 2009;
Fiebach & Schubotz, 2006; Higuchi et al., 2009; Jeon, 2014;
Koechlin & Jubault, 2006; Tettamanti & Weniger, 2006). Crucially,
however, instead of describing complex actions in terms of nonlinear
relations defined over hierarchical structures, these accounts refer
to the processing of structured sequences that were hierarchically
generated (see Martins et al., 2019; Zaccarella et al., 2021, for related
discussion). The overlapping activation patterns for language and
action might therefore point not to shared brain regions processing
hierarchical, nonlinear relations (operating over hierarchical sets), but
rather to shared brain regions implicated in the processing of struc-
tured sequences (i.e., hierarchical sequences; see also Boeckx et al.,
2014; Matchin & Hickok, 2020; Uddén & Bahlmann, 2012). As the
externalized signal in both language (sentences) and action (action
sequences) is a structured sequence, the processing requirements
for both systems have to do with inferring relationships between
temporally nonadjacent elements. We believe that a fruitful avenue
for further investigation into the relationship between language
and action concerns this type of structured sequence processing
rather than the processing of the hierarchical structure itself. The
overlap between language and action then has to do with the fact
that, externally, both are structured sequences, even though their
internal structures are quite different.
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11 A similar distinction is emphasized by Tettamanti and Moro (2012),
who discuss the different meanings of hierarchical organization in terms of
sequential versus internal hierarchy, describing respectively the computation
of sequential hierarchical information (externalized) and the computation
of nonlinear hierarchical relations (mind-internal).
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Conclusions

In response to the claim that language and action are analogous
because they are both organized hierarchically, we argued in this
article that the formal properties of hierarchy in both domains are
fundamentally different. Our main argument is that the language
system can embody strong compositionality, as both syntactic rules
and semantic interpretation are structure-dependent. Structural anal-
yses in language are thus concerned with nonterminal nodes in the
hierarchical structure of syntax. Actions, instead, are weakly
compositional: Regularities in action structures are dependent on
the temporal order of the atomic actions, not on their hierarchical
organization into action goals. Analyses of actions are thus con-
cerned with terminal nodes in the action hierarchy. Based on this
difference, we argue that the structure of syntax is best described
as a system of hierarchical sets, whereas action structures can be
described as hierarchical sequences.
In order to formally capture the strong compositionality of lan-

guage, we described the algebraic structure corresponding to the
ordered set of hierarchical structures in language as a magma, whose
nonassociative combinatorial operator was defined as binary set
formation. This set-based formalism integrates the three properties
of syntactic structure (i.e., self-similarity, endocentricity, and unor-
deredness) with the description of syntax as a system of hierarchical
sets and the fact that language exhibits strong compositionality.When
this model was applied to actions, it appeared to be both too strong
(i.e., it makes structural distinctions that should not be made) and too
weak (i.e., it does not capture the importance of temporal precedence).
We therefore proposed an alternative model for actions, which used
two sequence-building operators that organize actions by sequential
relations. This yielded an ordered set of action structures that could be

described as a trace monoid. The associativity of the two operators
formalizes the idea that actions exhibit a weaker form of composi-
tionality, which is based on sequential rather than hierarchical
structure. This aligns well with our argument that actions are best
described in terms of hierarchical sequences. In sum, the formal tools
needed to describe language are fundamentally different from those
required to describe the action system. We believe that this result has
important implications not only for comparative cognitive science
but also for cognitive neuroscience, as it points to differences in the
ways in which hierarchies are represented in the brain.

Glossary

• Compositionality: Property of a system which holds that
the meaning of a complex expression is built up from
the meanings of its parts and the way in which they are
combined.

• C-command: Structural relation between nodes in a hier-
archical structure. A node α c-commands a node β iff β is
(contained in) the sister node of α.

• Endocentricity: Property of syntactic structures. A struc-
tural combination is endocentric if it fulfills the same
grammatical function as one of its parts. Endocentric
structures are contrasted with exocentric structures, in
which the grammatical function of the combination is not
the same as that of its parts.

• Equivalence class: A subset (of a set) containing elements
that are related under the equivalence relation. An equiva-
lence class is denoted by square brackets: ½a� = fbjb ∼ ag.
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Figure 9
Three Levels to Describe Hierarchically Structured Sequential Information

Note. The levels become increasingly concrete, from what is abstractly represented (on the left) to what is physically observed (on the right). The symbol at
each node in the hierarchical structures indicates which operator was used to combine the elements, thus representing the derivational history of the sets in
language (left) or the sequences in actions (middle). See the online article for the color version of this figure.
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• Equivalence relation: An equivalence relation on a set is a
binary relation that is reflexive, symmetric, and transitive.
An equivalence relation is indicated by ∼, so a ∼ b denotes
that a is equivalent to b.

• Hasse diagram: A mathematical diagram used to visualize
an ordered set.

• Linear Correspondence Axiom: An algorithm that maps
hierarchical structure onto linear order using the c-command
relation.

• Merge: Combinatorial procedure to generate syntactic
structure, formally defined as binary set formation:
Merge(α, β) = {α, β}.

• Magma:An algebraic structure consisting of a set equipped
with a binary operation that is closed and not associative.

• Monoid: An algebraic structure consisting of a set equipped
with a binary operation that is closed, unital, and associative.

• Partial order: A set with a binary relation that is transitive
and antisymmetric.

• Partition: A partition of a set S is a set of nonempty subsets
of S that cover S and are pairwise disjoint.

• Recursion:A recursive function is a function that can apply
to its own output.

• Self-similarity: A self-similar object is similar to a part of
itself.

• Surjective: Mathematical property of a function f: X → Y
which holds that for every element y∈ Y, there exists at least
one element x ∈ X such that f(x) = y.

• Total order: A set with a binary relation that is transitive,
antisymmetric, and total.

• Trace monoid: A monoid whose operation is partially
commutative.
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