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Language comprehension involves the derivation of the meaning of sentences by combining the 
meanings of their parts. In some cases, this can lead to ambiguity. A sentence like Every hiker 
climbed a hill allows two logical representations: One that specifies that every hiker climbed a 
different hill and one that specifies that every hiker climbed the same hill. The interpretations 
of such sentences can be primed: Exposure to a particular reading increases the likelihood that 
the same reading will be assigned to a subsequent similar sentence. Feiman and Snedeker 
(2016) observed that such priming is not modulated by overlap of the verb between prime and 
target. This indicates that mental logical representations specify the compositional structure of 
the sentence meaning without conceptual meaning content. We conducted a close replication 
of Feiman and Snedeker’s experiment in Dutch and found no verb-independent priming. 
Moreover, a comparison with a previous, within-verb priming experiment showed an interaction, 
suggesting stronger verb-specific than abstract priming. A power analysis revealed that both 
Feiman and Snedeker’s experiment and our Experiment 1 were underpowered. Therefore, we 
replicated our Experiment 1, using the sample size guidelines provided by our power analysis. 
This experiment again showed that priming was stronger if a prime-target pair contained the 
same verb. Together, our experiments show that logical representation priming is enhanced if 
the prime and target sentence contain the same verb. This suggests that logical representations 
specify compositional structure and meaning features in an integrated manner.
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1. Introduction
The computation of sentence meaning involves combining the meanings of single lexical items 
into a complex sentence meaning. This process is assumed to involve two cognitive systems: 
the lexical semantic system, which stores the conceptual meanings of content words, and the 
compositional semantic system, which specifies the abstract combinatorial rules needed to piece 
together the meaning of the content words (e.g., Feiman & Snedeker, 2016; Heim & Kratzer, 
1998; see also Piantadosi et al., 2008).1 This latter system is involved in the interpretation of 
function words, like quantifiers (e.g., every, a). Such quantifiers do not refer to anything out 
there in the world but instantiate abstract semantic operations that are required to compute the 
compositional structure of the sentence meaning. Consider the sentence in (1a).

(1) a. Every dog is breakdancing.

In this sentence, the quantifier every specifies that the predicate ‘is breakdancing’ applies to all 
things that are ‘dogs’ (anything that is a dog is also a breakdancing thing). This compositional 
structure of the sentence meaning is typically represented as a logical representation (May, 
1985; Raffray & Pickering, 2010; see also Ruys & Winter, 2011, for overview).2 The logical 
representation corresponding to (1a) is given in (1b).

(1) b. ∀x[dog(x) → is-breakdancing(x)]
For all x, if x is a dog, then x is a breakdancing thing.

In language use, we compute such logical representations to derive complex meanings from 
sentences. But what information exactly is specified in logical representations? Do they only 
specify the compositional structure of sentence meaning (as computed by the compositional 
semantic system) or do they also store the (aspects of) meaning content of the content words 
(as specified in the lexical semantic system)? The present study centers on this latter question, 
by conducting two replication studies of a previous experiment by Feiman and Snedeker (2016, 
Experiment 3), which tested whether the conceptual meaning content of verbs is specified in 
mental logical representations.

	 1	 These two systems are sometimes referred to as the combinatorial system and the conceptual system (Feiman 
& Snedeker, 2016). However, these terms are somewhat misleading, because it is typically assumed that the 
“combinatorial” system is responsible for combining concepts in thought (making it part of our wider “conceptual 
system; e.g., Fodor, 1982; Frankland & Greene, 2020; Jackendoff, 2002)

	 2	 We use the term logical representations in a theory-neutral way to refer to meaning representations at a sentence level, 
without any commitments to logical form-based accounts of sentence interpretation (e.g., Chomsky, 1995; Heim & 
Kratzer, 1998; May, 1985)
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1.1 Are logical representation abstract?
The nature of mental logical representations is especially well-studied in doubly-quantified 
sentences, which are notorious for their ambiguity in the compositional semantic structure (see 
Brasoveanu & Dotlacil, 2019; Ruys & Winter, 2011, for overview). Consider (2a), containing the 
universal quantifier every and the existential quantifier a.

(2) a. Every man bit a dog.

Does this sentence mean that every man bit a different dog, or does it mean that every man bit 
the same dog? This ambiguity emerges because the compositional rules specified by every and 
a can interact in two ways (e.g., Ruys & Winter, 2011; Szabolcsi, 1997). This, in turn, results in 
two possible logical structures, presented in (2b) and (2c).

(2) b. Universal-wide: ∀x[man(x) → ∃y[dog(y) ∧ bit(x,y)]]
For all x, if x is a man, there exists a y such that y is a dog, and x bit y

c. Existential-wide: ∃y[dog(y) ∧ ∀x[man(x) → bit(x,y)]]
There exists a y, such that y is a dog, and for all x, if x is a man, then x bit y

The logical representation in (2b) corresponds to the interpretation in which every man bit a 
(potentially) different dog, and the one in (2c) corresponds to the interpretation in which the 
same dog was bitten by every man. These formulae highlight that the ambiguity can be captured 
by the relative ordering in which every and a combine in the compositional structure of the 
sentence’s interpretation. In (2b) every takes wide scope over the other elements in the sentence 
(this reading will therefore be called the universal-wide interpretation), whereas in (2c) a takes 
wide scope over the other elements in the sentence (henceforth the existential-wide interpretation).

The central question in this paper is whether the representation of a sentence’s compositional 
meaning structure is independent from the representations of the conceptual meaning of the 
content words in a sentence. Theorists do not agree on the answer to this question. Some theorists 
argue that the compositional structure of sentence meaning is processed independently from the 
processing of the concepts denoted by the content words (e.g., Feiman & Snedeker, 2016; Heim 
& Kratzer, 1998). Under this view, the logical representations in (2b) and (2c) specify the verb 
arguments as abstract variables (x and y), and the verb as a relation between these variables (i.e., 
R(x,y)). Importantly, the logical representations specify how these variables are pieced together, 
but not the meanings of these variables themselves (that is, the conceptual meaning of dog, 
man and bit). In other words, the logical representations specify how things that are ‘men’, a 
‘dog’, and involved in ‘biting’ must be combined, but they do not specify what it means to be a 
‘man’, a ‘dog’, or ‘biting’. The compositional rules, which specify how concepts are combined, 
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are stored in the compositional system, and the content of these concepts themselves, in turn, 
is stored separately in the lexical semantic system (Feiman & Snedeker, 2016; Heim & Kratzer, 
1998; Piantadosi et al., 2008). So, in this view, logical representations are abstract, in the sense 
that they specify content-free structure. Here, the term abstract is borrowed from literature on 
syntactic representations, where abstract representations are understood as representations that 
only specify bare syntactic phrase structure (and no additional lexical or semantic features related 
to the structure of the sentence; e.g., Bock & Loebell, 1990; Ziegler et al., 2019).

This abstract view of logical representations is contested by theorists who stipulate that 
logical representations integrate both compositional structure and meaning content of the 
concept words. Within these theories, more emphasis is put on the role of pragmatic (real-world) 
knowledge in the computation of sentence meaning (e.g., Altmann & Steedman, 1988; Saba & 
Corriveau, 2001). This is based on the observation that the conceptual meaning of content words 
greatly affects the computation of compositional structure. Consider the sentences in (3) and (4), 
taken from Dwivedi (2013).

(3) Every customer returned an item.

(4) Every jeweller praised a diamond.

The abstract compositional structure of (3) and (4) is identical. Nevertheless, Dwivedi (2013) 
observed that the sentence in (3) is interpreted much more often as universal-wide than the 
sentence in (4). This difference is due to pragmatic biases evoked by the events denoted in 
the sentence. More specifically, the “returning an item” and “praising a diamond” events differ 
in their prototypical number of individuals and objects involved: Whereas it is common that 
different jewellers praise the same diamond, customers typically return different items (see also 
Saba & Corriveau, 2001). These examples show that the lexical semantics of a sentence plays a 
pivotal role in the processing of the compositional semantics, suggesting that conceptual meaning 
content and compositional structure are processed in an integrated manner, resulting in logical 
representations that specify both structure and content.

This integrated view of logical representations fits with theoretical descriptions of logical 
representations that assume that logical representations are conceptual representations that 
capture the event situation that is described in the sentence (e.g., Fodor, 1982; Johnson-Laird et 
al., 1989). Fodor (1982), for example, postulated that logical representations can be thought of 
as situation models that capture the number of participants, objects, and actions that are part of 
the situation described in the sentence. This closely resembles accounts of event representations 
that posit that event situations are represented as ‘mental models’ (e.g., Goodwin & Johnson-
Laird, 2011; Johnson-Laird, 1983; Johnson-Laird et al., 1989; Khemlani et al., 2012; but cf. 
Altmann & Ekves, 2019, for an alternative account on event structure). We, however, remain 
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agnostic to the exact conceptual format of event representations. More relevant to our research 
purposes is that a theoretical description of logical representations as event representations does 
not propose distinct levels for encoding structure and meaning content.

1.2 Priming logical representations
The central question in this paper is whether mental logical representations are abstract 
representations of compositional structure alone, or integrated event representations that 
specify both structure and content. An efficient tool to examine the nature of mental logical 
representations is structural priming, which refers to the tendency to re-use the structure of a prior 
sentence (e.g., Bock, 1986; Bock & Loebell, 1990; Branigan et al., 2005; Ziegler & Snedeker, 2018; 
see Branigan & Pickering, 2017; Pickering & Ferreira, 2008, for reviews; and Mahowald et al., 
2016, for meta-analysis). Raffray and Pickering (2010) observed that logical representations are 
also susceptible to priming using a sentence-picture matching task. On each trial, the participants 
matched a sentence with one out of two pictures. The prime trials contained a doubly-quantified 
sentence (e.g., Every kid climbed a tree), a matching picture, and a mismatching foil picture. The 
matching picture only matched one of the two readings of the sentence, forcing the participants 
to assign that particular reading to the sentence. Each prime was directly followed by a target 
trial. The target trials again contained a doubly-quantified sentence (e.g., Every hiker climbed 
a hill). Unlike the primes, however, the two response pictures in the target trials display both 
possible readings of the sentence. Therefore, the participants now have a real choice between 
the two possible readings of the sentence. The results showed an effect of priming: Participants 
were more likely to assign the universal-wide reading to the target sentence if the previous prime 
trial forced a universal-wide reading than if the previous prime trial forced an existential-wide 
reading (and vice versa for the existential-wide reading).

Effects of structural priming indicate that exposure to a certain structure facilitates the future 
processing of that structure. This effect is assumed to emerge because it is easier to re-use a 
representation if it was used in the processing of a previous, related, sentence (e.g., Chang et al., 
2006; Pickering & Branigan, 1998). This makes structural priming a suitable window into (linguistic) 
representation: Priming effects indicate that two sentences share underlying representations, with 
larger effects denoting more representational overlap between the two sentences (e.g., Bock, 1986; 
Branigan et al., 2005; Pickering & Branigan, 1998; for review, see Branigan & Pickering, 2017). 
Crucially, structural priming can be used to distinguish between abstract structure representations 
and integrated structure/content representations (see also Ziegler et al., 2019; Ziegler & Snedeker, 
2018). Specifically, if priming emerges on the basis of an abstract logical representation, the 
priming effect should not be modulated by overlap of the content words in the prime and target. If, 
on the other hand, priming emerges on the basis of integrated structure and content representations, 
priming effects are enhanced by overlap of the content words.
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Important evidence in favour of abstract logical representation priming comes from Feiman 
and Snedeker (2016, Experiment 3). They adapted Raffray and Pickering’s (2010) above-
described sentence-picture matching task. In Raffray and Pickering’s original task, target 
sentences contained the same verb as the preceding prime sentence (see also Slim et al., 2021). 
Therefore, the effects of priming observed in this study can emerge on the basis of abstract 
structure or on the basis of integrated structure and content representations. To tease apart these 
two interpretations, Feiman and Snedeker altered Raffray and Pickering’s task in such a way that 
the prime and target sentences contained different verbs (e.g., Every beggar hit a reporter to Every 
hiker climbed a hill). This task showed a priming effect, and crucially, the size of this effect was 
statistically comparable to priming within the same verb (although there was a small numerical 
difference: Priming within the same verb showed a descriptive effect of 6.47%, whereas priming 
between verbs showed a descriptive effect of 4.98%).

Feiman and Snedeker’s (2016) findings thus indicate that logical representations are abstract 
representations of compositional structure. This suggests that sentence comprehension involves a 
level of processing at which abstract content-free logical representations are computed, indicating 
a division of labour between the compositional and the lexical system (see also Heim & Kratzer, 
1998). In the present paper, we re-evaluate Feiman and Snedeker’s findings in a replication study. 
However, it is important to first note that the role of lexical repetition in structural priming has 
been widely studied, especially outside research on logical representations.

1.3 The role of lexical repetition in priming
Feiman and Snedeker (2016) argued that logical representations only specify abstract 
compositional structure based on the finding that repetition of the verb does not modulate logical 
representation priming. The role of lexical repetition, especially of the verb, has been the subject 
of much investigation in research on structural priming. Most of these studies focused on the 
nature of syntactic representations (e.g., Bock, 1986; see Mahowald et al., 2016, for review and 
meta-analysis). In these studies, priming is characterised by the re-use of a particular syntactic 
structure (e.g., a double-object dative like The man gave the dog a bone) after exposure to an 
earlier sentence in that structure (e.g., The girl gave the boy a balloon) compared to exposure to 
an earlier sentence in an alternative structure (e.g., a prepositional-object dative like The girl 
gave a balloon to the boy). This effect was originally observed in production studies (Bock, 1986), 
but has also been found in comprehension studies (e.g., Arai et al., 2007; Branigan et al., 2005; 
Thothathiri & Snedeker, 2008; Ziegler & Snedeker, 2019; for review, see Tooley, 2022).

Many studies on syntactic priming have shown that the effect of priming is enhanced if the 
prime and target sentences contain the same verb (Pickering & Branigan, 1998; Schoonbaert et 
al., 2009). This effect, known as the lexical boost effect, is robust in studies that examined syntactic 
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priming in production (Mahowald et al., 2016). In comprehension, however, the evidence for 
a lexical boost effect in syntactic priming is piecemeal (Tooley, 2022). Some studies show that 
priming only emerges if the verb is repeated in prime and target (e.g., Arai et al., 2007), whereas 
other studies show priming regardless of whether the verb is repeated (with no modulating effect 
of verb repetition, e.g., Thothathiri & Snedeker, 2008; Ziegler & Snedeker, 2019).

Feiman and Snedeker’s (2016) results suggest that there is no lexical boost effect in logical 
representation priming in comprehension. However, care is required in drawing this conclusion, 
since the lexical boost effect is less robust in comprehension than in production. A relevant 
difference between studies on production and comprehension is that production studies typically 
measure which structure is produced (i.e., the outcome is measured, e.g., Bock, 1986). In 
comprehension, on the other hand, the online processing of the target sentences is often measured 
(e.g., by studying looking or reading times, e.g., Arai et al., 2007; Ziegler & Snedeker, 2019; see 
Tooley, 2022, for review), which may explain – at least partially – why the lexical boost effect is 
not consistently observed in comprehension whereas it is in production.

The sentence-picture matching task used in Feiman and Snedeker (2016) tested outcome 
measures and not online measures. Moreover, the general sentence-picture matching paradigm 
that Feiman and Snedeker used is also used to test syntactic priming in comprehension. Branigan 
et al. (2005) used a similar sentence-picture matching task to test effects of syntactic priming 
in comprehension. In their task, the prime and target structures were syntactically ambiguous 
descriptions like The waitress prodding the clown with the umbrella (did the waitress use the 
umbrella to prod the clown, or did the waitress prod a clown who is holding an umbrella? – this 
ambiguity emerges because the sentence allows multiple syntactic analyses). Branigan et al.’s 
results showed priming, but only if the prime and target contained the same verb.

Branigan et al.’s (2005) findings suggest that it is possible to find a lexical boost of syntactic 
priming in comprehension with the sentence-picture matching task, which contrasts with Feiman 
and Snedeker’s (2016) findings on logical representation priming. The present study further 
assessed abstract priming of logical representations in such a paradigm and compared it to 
priming with verb overlap. We note though that any effect reminiscent of a ‘lexical boost’ in 
logical representation priming is presumably driven by different mechanisms from the lexical 
boost in syntactic priming; we return to that point in Section 6 (the General Discussion).

1.4 The present study
Below, we first report a close replication experiment of Feiman and Snedeker’s (2016) Experiment 
3 in Dutch. Our initial motivation for this experiment was not to re-evaluate the strength of 
logical representation priming between verbs. However, to foreshadow the results, Experiment 1 
did not find logical representation priming in the absence of verb overlap. This finding required 
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us to replace our initial goals with the goal of testing whether Feiman and Snedeker’s finding of 
abstract logical representation priming is generalisable and whether such priming is enhanced by 
(or even conditional on) verb overlap. To gain more insight into the reliability of the between-verb 
priming effect, we next performed a power analysis on Feiman and Snedeker’s data (a procedure 
inspired by Harrington Stack et al., 2018). This power analysis revealed that both Feiman and 
Snedeker’s original experiment and our replication were underpowered. A new close replication 
of Feiman and Snedeker’s experiment, which followed the sample size guidelines provided by 
the power analyses (reported below as Experiment 2), again showed that logical representation 
priming is stronger with verb overlap than priming between different verbs. Combined analyses 
of Experiment 1 and Experiment 2 further corroborated that logical representation priming is 
enhanced if the prime-target pair contains the same verb. These findings suggest that logical 
representation priming between verbs is not robust, and that the conceptual meaning of verbs plays 
a role in processing and representing the compositional structure of a sentence’s interpretation.

2. Experiment 1
Experiment 1 was our first replication of Feiman and Snedeker’s (2016) Experiment 3. We used 
the same task as Feiman and Snedeker with similar materials, but conducted our experiment 
in Dutch instead of English (the language of Feiman and Snedeker’s experiment). Nevertheless, 
Experiment 1 can be considered a close replication following the taxonomy of replications defined 
by LeBel et al. (2017), because the dependent and independent variables were implemented in 
the same way.

Like Feiman and Snedeker (2016), we gained further insight into the role of verb repetition 
in logical representation priming by comparing the data of Experiment 1 to the data of a similar 
experiment that tested logical representation priming within verbs (in Dutch) in the analyses. 
This latter experiment is not reported here but in Slim et al. (2023, Experiment 1).

2.1 Method
2.1.1 Participants
We recruited 69 Dutch-speaking participants. They were first-year psychology students at Ghent 
University and received course credit for their participation. We excluded two participants from 
the analyses because they guessed the aim of the experiment in a post-experimental questionnaire, 
and three further participants because they responded incorrectly on more than 10% of the filler 
trials (see below). Thus, 64 participants were included in the analysis.

2.1.2 Materials
Experiment 1 was a sentence-picture matching task, like the one used in Feiman and Snedeker 
(2016). The stimuli were adapted from Slim et al. (2021), who in turn partly borrowed the 
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materials from Raffray and Pickering (2010). The materials from Raffray and Pickering were also 
used in Feiman and Snedeker’s original experiment, making our materials very similar to those 
of Feiman and Snedeker.

Each trial consisted of a sentence and two response pictures. In the prime and target trials, 
we presented a doubly-quantified sentence with the universal quantifier elke (‘every’) in the 
subject position and the existential quantifier een (‘a’) in the direct object position (e.g., Elke beer 
naderde een tent ‘Every bear approached a tent’). In the prime trials, one of the response pictures 
depicted a possible reading of the sentence, whereas the other response picture was a foil picture 
that mismatched either reading of the sentence (because the picture depicted the wrong agent or 
the wrong theme). Prime trials were presented in two prime conditions: the universal-wide and 
the existential-wide condition. In the universal-wide condition, the matching picture displayed the 
universal-wide reading of the prime sentence and in the existential-wide condition, the matching 
picture depicted the existential-wide reading (Figure 1).

Figure 1: Example of a prime-target pair in Experiment 1. The English translation of the 
sentences and the labels ‘Universal/Existential-wide prime condition/response’ are added to 
this figure for the sake of illustration.
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Each prime trial directly preceded a target trial. In the target trials, the participants read 
another elke...een sentence, which always contained a different verb than the preceding prime 
sentence (see https://osf.io/697wg/ for a list of the prime-target pairs). The two response pictures 
in the target trials displayed both possible readings of the target sentence (Figure 1). Thus, the 
participants were forced to assign one of the two possible readings to the prime sentence but had 
a free choice between either interpretation in the target trials.

Finally, the filler trials contained an unambiguous sentence, a matching picture, and a non-
matching picture. Half of the filler trials contained unambiguous transitive sentences (e.g., De 
cowboy sloeg de boef ‘The cowboy punched the burglar’) and the other half involved intransitive 
sentences with elke in subject position (e.g., Elke heks sliep ‘Every witch slept’). The aim of adding 
these latter fillers was to further mask the prime-target pattern in the trials, because a previous 
study from Slim et al. (2021) showed that a considerable number of participants guessed the aim 
of the experiment.

The experiment contained 54 prime trials, 54 target trials, and 162 filler trials. Trial order 
was organised pseudo-randomly: Primes and targets appeared in pairs, and prime-target sets 
were intervened by two to five filler trials (following Raffray & Pickering, 2010). We created 
two lists in which the prime condition was counterbalanced across trials. Our materials differed 
in three aspects from Feiman and Snedeker’s (2016) original experiment: (i) We presented our 
stimuli in Dutch, (ii) Feiman and Snedeker’s experiment only contained transitive fillers, whereas 
we constructed additional intransitive fillers, and (iii) our experiment contained 54 prime-target 
sets, whereas Feiman and Snedeker’s experiment contained 24 prime-target sets. We also added 
additional fillers to our task, so that the ratio of fillers to primes/targets was the same. Note 
further that Feiman and Snedeker recruited more participants than us (107 compared to 64) but 
fewer critical trials; we therefore collected a larger number of observations (3456 observations 
vs. 2568 in Feiman and Snedeker’s experiment).

2.1.3 Procedure
The experiment was implemented using the PennController for Ibex (PCIbex) and carried out online 
via the PCIbex Farm (Zehr & Schwarz, 2018). The experiment started with an informed consent form. 
In all trials, the sentence and two pictures were shown simultaneously on a screen. The participants 
were instructed to click on the picture that best fitted the sentence. The instructions also said 
that participants needed to select their spontaneous preference if they thought that both pictures 
matched the sentence. After completing the sentence-picture matching task, the participants filled 
in a short questionnaire about their language background. A final question asked whether the 
participant had any ideas about the research aims of the experiment. Those who guessed the pattern 
of the trials (prime-target), and/or guessed that the experiment examined the possible influence of 
the preceding trial on the target trials were excluded from the analyses (following Slim et al., 2021).

https://osf.io/697wg/
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2.2 Analyses and results
2.2.1 Data treatment and analysis procedure
A target response was discarded if the non-matching picture in the preceding prime was selected 
(following Raffray & Pickering, 2010). Moreover, all responses of a participant were removed if 
they responded incorrectly on more than 10% of the filler trials. The remaining responses were 
coded as true if the universal-wide response was selected, and false if the existential-wide 
response was selected.

The data were analysed by modelling the response-type likelihood with logit mixed-effect 
models (Jaeger, 2008). The full model contained the target response as a binomial dependent 
variable and Prime Condition as a (sum-coded) fixed effect. The random effects structure was 
maximal (both random slopes and intercepts by Item and Subject; Barr et al., 2013), unless this 
maximal random-effect structure did not converge. In that case, we omitted random effects 
until we reached convergence (following the guidelines from Bates et al., 2015). We calculated 
p-values by running χ2-tests on the log-likelihood values of the full model compared to models in 
which the predictor values were removed one-by-one.

We then compared the data of Experiment 1 to the data from Slim et al. (2023, Experiment 
1). These are data from a sentence-picture matching task in which logical representations were 
primed in Dutch elke...een sentences. The materials and procedure of Slim et al.’s Experiment 1 
were identical to the current Experiment 1, with the only difference that each prime-target pair 
in our previous experiment contained the same verb. Moreover, the sample of participants was 
comparable to those of Experiment 1: 63 (unique) participants that were first-year psychology 
students at Ghent University who took part for course credit.

Since the only critical difference between Experiment 1 reported here and our previous 
experiment reported in Slim et al. (2023, Experiment 1) is the repetition of verbs in the prime-
target pairs, these combined analyses will reveal whether repetition of the verb modulates 
priming of logical representations. These analyses were again carried out with logit mixed-effect 
modelling. The model contained Prime Condition, Verb Overlap, and the interaction term as 
(sum-coded) fixed effects. In addition, we carried out pairwise comparison to test the effect 
of Prime Condition in the within-verb and between-verb datasets in isolation. The rest of the 
analysis procedure was similar to the one described above. All analyses were carried out in R (R 
Core Team, 2019) using the lme4 (Bates et al., 2014) and phia (De Rosario-Martinez, 2015) 
packages.

2.2.2 Results and discussion
We discarded 171 target responses because the participants responded incorrectly on the preceding 
prime (4.95% of the total numbers of prime-target pairs, 88 of these responses were from the 
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universal-wide and the other 83 were from the existential-wide condition). The remaining 
responses firstly reveal that the participants mostly selected the universal-wide response. This 
is not surprising: The Dutch quantifier elke is a distributive quantifier. These quantifiers have a 
strong tendency to take wide scope, which causes the preference for the universal-wide reading 
of our test sentences (Ioup, 1975). Secondly, and more importantly, the responses reveal a 
difference of only 1.7% in the percentage of universal-wide responses in both prime conditions 
(Figure 2; upper panel).

Figure 2: The participants’ mean percentage of universal-wide responses on the target trials 
in Experiment 1 (upper panel) as a function of prime condition, compared to the participants’ 
mean percentage of universal-wide responses on the target trials in the within-verb dataset 
(lower panel). The black vertical lines represent the overall mean response rate, and the width 
of the outlined area represents the proportion of the data located at that point.
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The mixed-effect model that contained the maximal random-effects structure converged, 
so we used this model in our analyses. This is a small deviation from the analysis procedure 
of Feiman and Snedeker (2016), who removed the correlation between the random slopes and 
random intercepts from their model. We, however, decided to retain this parameter, since a 
log-likelihood comparison test between the full model and a model that did not include the 
correlation parameter indicated that the maximal effect structure significantly improved model 
fit (χ2(2) = 6.99, p = 0.03).

Log-likelihood tests on the full model revealed no main effect of Prime Condition (χ2(1) = 0.96, 
p = 0.328). The analysis on the combined dataset of Experiment 1 and the within-verbs data of 
Slim et al. (2023, Experiment 1) (Figure 2; lower panel) revealed a significant interaction between 
Prime Condition and Experiment (χ2(1) = 5.74, p = 0.017), no main effect of Experiment (χ2(1) 
= 3.26, p = 0.071), and no main effect of Prime Condition (χ2(1) = 2.47, p = 0.116). Pairwise 
comparisons on the effect of Prime Condition in the within-verb and between-verb experiments, 
carried out using the testInteractions() function from R’s phia package (De Rosario-
Martinez, 2015), revealed that the effect of Prime Condition is significant in the data from Slim et 
al.’s (2023) within-verb experiment (χ2(1) = 8.720, p = 0.006), but again not in the data of the 
current between-verb experiment carried out here in Experiment 1 (χ2(1) = 0.004, p = 0.949).

These results do not replicate Feiman and Snedeker’s (2016) finding that logical representation 
priming is not modulated by verb repetition: Unlike Feiman and Snedeker, we find no strong 
evidence for priming of logical representations between different verbs, and our analyses show 
stronger logical representation priming if prime and target involve the same verb. Logical 
representation priming between verbs is therefore, at the least, not a robust effect. It is unclear, 
however, whether Feiman and Snedeker or the present experiment were sufficiently powered to 
detect effects of between-verb logical representation priming. Therefore, we ran a power analysis 
on the original data of Feiman and Snedeker’s Experiment 3.

3. Power analysis
To gain insight into the reliability of logical representation priming between verbs, we conducted 
power simulations on the original data of Feiman and Snedeker’s (2016) Experiment 3. First, we 
estimated the effect size observed in Feiman and Snedeker’s data, by retracting the coefficient of 
interest from a logit mixed-effect model constructed to analyse the effect of priming in Feiman 
and Snedeker’s Experiment 3 (inspired by Harrington Stack et al., 2018).

As described in Section 2, the materials, design, and procedure of Feiman and Snedeker’s 
(2016) Experiment 3 were similar to those of the present Experiment 1. Moreover, both 
experiments were carried out remotely over the internet (albeit with different populations: We 
recruited Dutch-speaking first-year psychology students, whereas Feiman and Snedeker recruited 
a more diverse group of English-speaking participants on Amazon MTurk). Feiman and Snedeker’s 
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test sentences were English doubly-quantified sentences that contained every and a (e.g., Every 
hiker climbed a hill) and the verb differed between prime and target. Feiman and Snedeker tested 
107 English-speaking participants. Each participant was presented with 12 universal-wide prime-
target pairs and 12 existential-wide prime-target pairs.

Based on a re-analysis of Feiman and Snedeker’s data, we extracted the effect size of the 
prime effect. Then, we ran power simulations to estimate the number of observations required 
to obtain 80% and 95% power. We aimed for 95% power, rather than commit to the usual 80% 
power threshold, to further reduce the risk of a false result.

3.1 Re-analysis of Feiman and Snedeker’s (2016) Experiment 3
Feiman and Snedeker’s (2016) Experiment 3 revealed a numerical priming effect of 4.98% of logical 
representation priming between verbs (Figure 3). Feiman and Snedeker analysed the data using 
logit mixed-effect models (similar to our analysis procedure in Experiment 1). We re-analysed their 
original data by modelling the response-type likelihood using logit mixed-effect models as well. 
The model constructed in this analysis was subsequently used in our power simulations. The model 
was similar to the one constructed in the analyses of Experiment 1 above: It contained the binomial 
target selection (true if universal-wide and false if existential-wide) as the dependent variable 
and Prime Condition as a (sum-coded) predictor variable. The random-effects structure contained 
random slopes and intercepts for Item and Subject. See Table 1 for the output of the full model.

Figure 3: The participants’ mean percentage of universal-wide responses on the target trials 
in Feiman and Snedeker’s (2016) Experiment 3. The responses are broken down per prime 
condition. The black vertical lines represent the overall mean response rate, and the width of 
the outlined area represents the proportion of the data located at that point. The results show a 
descriptive priming effect of 4.98%.
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Table 1: Model output of the logit mixed-effect model constructed to re-analyse Feiman and 
Snedeker’s (2016) Experiment 3.

β se z-value p-value

Prime Condition –0.208 0.089 –2.345 0.019

Note that Feiman and Snedeker (2016) used a slightly reduced random effects structure 
in their original analyses, since they removed the parameter of correlation between the 
random slope and intercept. We followed the analysis procedure of Experiment 1 and Barr 
et al.’s (2013) recommendations, especially because the results of Experiment 1 revealed 
that the maximal random-effects structure significantly improved model fit (see Section 
2.2).

The significant effect of Prime Condition indicates that significantly more universal-wide 
responses were given in the universal-wide condition compared to the existential-wide condition. 
In our power analysis, we estimated the power to find an effect of the size observed in this 
analysis (as expressed by the β-coefficient of –0.208).

3.2 Power simulation and analysis
At the core of simulation-based power analysis is the simulation of new datasets based on the 
existing dataset. All these simulated datasets are analysed for significance using the same model 
and procedure as described in the previous subsection. Power is defined as the proportion of 
significant outcomes in the complete set of simulations.

We conducted this power analysis using the mixedpower package in R (Kumle et al., 2021). 
First, we estimated the required sample size to obtain 95% power if we take the design of 
Feiman and Snedeker’s (2016) original experiment (with 12 items in each prime condition). 
We estimated the power based on 1000 simulations for a sample size of 80, 100, 120, 140, 160, 
180, 200, and 220 participants. To reach 80% power with 12 items in each prime condition, 
140 participants would be needed. To reach 95% power with 12 items in each prime condition, 
220 participants would be required (Figure 4, left panel). This is almost double the number of 
participants that Feiman and Snedeker originally tested.

Second, we repeated this power analysis, but now simulated the data as if there were 27 
items in each prime condition (like in Experiment 1). This power analysis revealed that 120 
participants are needed to obtain 80% power and 160 participants are needed to obtain 95% 
power (Figure 4, right panel). This is roughly 100 participants more than we tested in Experiment 
1. Thus, the power analyses revealed that both Feiman and Snedeker’s (2016) experiment and 
our Dutch replication were underpowered.
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Figure 4: The required sample size to obtain power levels. The left panel shows that 140 
participants are needed to obtain 80% power and 220 participants would be needed to obtain 
95% if the experiment contained 12 items per prime condition. In the right panel, you can 
see that 120 participants are needed to reach the 80% power threshold and 160 participants 
are needed to reach the 95% power threshold if the experiment involved 27 items per prime 
condition.

4. Experiment 2
In Experiment 2, we tested logical representation priming between verbs again by replicating 
Experiment 1, but we now determined the sample size based on the outcomes of our power 
analyses described in Section 2.

4.1 Method
4.1.1 Participants
We recruited 172 native speakers of Dutch. These participants were all recruited via Prolific and 
were paid £3.75 for their participation. Of the 172 participants, 9 were removed because they 
guessed the aim of the experiment and 3 participants were removed because they responded 
incorrectly on more than 10% of the filler items. Thus, 160 participants were included in the 
analyses (which follows the guidelines to obtain 95% power, as calculated in our power analysis).

4.1.2 Materials and procedure
The materials and procedure were identical to Experiment 1.
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4.2 Analyses and results
4.2.1 Data treatment and analyses procedure
The data treatment and analyses procedure were similar to those in Experiment 1.

4.2.2 Results and discussion
Due to an error in the counterbalancing, list A contained 28 universal-wide items and 26 
existential-wide items, while list B contained 27 items in both prime conditions. We removed 186 
target responses in the universal-wide prime condition (4.28%) and 132 target responses in the 
existential-wide prime condition (3.11%) due to incorrect responses to the preceding prime trial. 
The remaining responses indicate that there was a small difference of 1.5% between the prime 
conditions in the percentage of universal-wide target responses (Figure 5, top panel).

Figure 5: The participants’ mean percentage of universal-wide responses on the target trials 
in Experiment 2 (upper panel) as a function of prime condition, compared to the participants’ 
mean percentage of universal-wide responses on the target trials in the within-verb dataset 
(lower panel). The black vertical lines represent the overall mean response rate, and the width 
of the outlined area represents the proportion of the data located at that point.
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Like the model constructed in the analysis of Experiment 1, the random-effects structure of the 
model constructed in the analysis of Experiment 2 was maximal. The log-likelihood test showed 
no main effect of Prime Condition (χ2(1) = 1.98, p = 0.159). This suggests that Experiment 2 
also failed to detect a reliable effect of logical representation priming between verbs, thereby 
replicating the null effect observed in Experiment 1.

Additionally, a comparison of Experiment 2 and the within-verb data from Slim et al. 
(2023, Experiment 1) (Figure 5; bottom panel) revealed a significant interaction between Prime 
Condition and Experiment (χ2(1) = 8.11 p = 0.004), a significant main effect of Prime Condition 
(χ2(1) = 4.46, p = 0.035), and no main effect of Experiment (χ2(1) = 0.13, p = 0.715). This 
demonstrates stronger logical representation priming within than between verbs. Pairwise 
comparisons revealed that the effect of Prime Condition is significant in the data of Slim et al.’s 
(2023) within-verb experiment (χ2(1) = 15.08, p < 0.001), but again not in the data of the 
between-verb experiment carried out here in Experiment 2 (χ2(1) = 0.472, p = 0.492). Thus, 
like Experiment 1, Experiment 2 fails to detect robust priming of logical representations if the 
prime and target sentences contain different verbs.

5. Combined analyses
Both Experiments 1 and 2 failed to replicate Feiman and Snedeker’s (2016) finding that priming 
of logical representations is not modulated by verb overlap in the prime-target pair: We did 
not observe robust logical representation priming between verbs and observed that priming is 
stronger if the verb is repeated. We further examined the robustness of logical representation 
priming between verbs by conducting combined analyses of the data of Experiments 1–2.

We conducted two analyses. First, we combined the data of Experiments 1–2 (thereby increasing 
the number of observations even more compared to Experiment 2) and tested whether there was a 
robust effect of logical representations. Second, we examined the role of verb overlap on the strength 
of logical representation priming in Experiments 1–2 by comparing the data to those of Slim et al. 
(2023, Experiment 1) in which the priming was tested within verbs. However, in Experiment 2, the 
number of participants (n = 160) is higher than in Slim et al.’s within-verb experiment (n = 63). 
Therefore, we conducted an additional analysis in which we randomly took 63 participants from 
the combined dataset of Experiments 1–2 and tested whether this dataset (i) showed an influence 
of logical representation priming between verbs and (ii) revealed a modulating effect of verb 
overlap on logical representation priming if the data are compared to the within-verb dataset. We 
repeated these analyses 1000 times (selecting 63 different participants on each iteration).

5.1 Combined analysis 1
In our first combined analysis, we combined the data of Experiments 1 and 2 (Figure 6). This 
dataset included the data of 224 participants. Note that the prime-targets in Experiments 1–2 
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never involved verb overlap, and therefore this dataset only provides insight into priming logical 
representations between different verbs. The combined data showed that the participants selected 
the universal-wide response in 79.83% of the target trials following a universal-wide prime and 
in 78.42% of the target trials following an existential-wide prime (a descriptive priming effect 
of 1.41%).

Figure 6: The participants’ mean percentage of universal-wide responses on the target trials in 
Experiments 1–2 combined (n = 224), divided between the two prime conditions. The black 
vertical lines represent the overall mean response rate, and the width of the outlined area 
represents the proportion of the data located at that point.

We analysed these data using a similar logit mixed-effect model procedure as in Experiments 
1-2. First, we constructed a logit mixed-effect model that included Prime Condition (universal-
wide vs. existential-wide), Experiment (Experiment 1 vs. Experiment 2), and the interaction 
between Prime Condition and Experiment as (sum-coded) predictors. The random effects 
structure was maximal. Identical to Experiments 1–2, the model contained Target Response type 
as the binomial dependent variable.

The main aim of this combined analysis was to further assess logical representation priming 
between verbs. Note, however, that this analysis also gained insight into any possible differences 
in the priming effects in Experiments 1 and 2. Besides the sample size, the only difference 
between these two experiments is the sample population (for-credit students in Experiment 1 and 
paid Prolific participants in Experiment 2). Previous studies have shown (descriptively) similar 
effects of logical representation priming with both student and public populations (e.g., Feiman 
& Snedeker, 2016; Raffray & Pickering, 2010; Slim et al., 2021), and therefore, we did not predict 
a difference between these two groups in the strength of logical representation priming.
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Similar to the analyses of Experiments 1–2, we calculated p-values by running χ2-tests on the 
log-likelihood values of the full model compared to reduced models. These analyses revealed no 
main effect of Prime Condition (χ2(1) = 1.28, p = 0.258), a main effect of Experiment (χ2(1) = 
3.94, p = 0.047), and no interaction between Prime Condition and Experiment (χ2(1) = 0.14, 
p = 0.712). Thus, we did not detect a robust effect of logical representation priming between 
verbs even with a sample size that is larger than that in Experiment 2. The analysis did reveal 
a difference between the two experiments in the overall target response choices (independent 
of Prime Condition): participants in Experiment 2 chose the universal-wide response more often 
than the participants in Experiment 1 (a difference of 5.81%). However, this main effect is 
difficult to interpret given the difference in sample size between the two experiments. More 
important is that there was no difference in the priming effect between Experiments 1 and 2, 
suggesting that priming was unaffected by differences in population between Experiment 1 and 
Experiment 2.

5.2 Combined analysis 2
In the second combined analysis of Experiments 1 and 2, we tested whether logical representation 
priming is modulated by verb overlap in the prime-target pairs by combining the results with 
those of Slim et al. (2023, Experiment 1), in which the prime-target pairs involved the same 
verb. In Experiment 2, however, the sample size (n = 160) is considerably larger than that of 
the Slim et al.’s within-verb experiment (n = 63). Therefore, to further examine the possible 
modulating effect of verb repetition on logical representation priming in a balanced analysis, 
we randomly took 63 participants from the combined dataset of Experiments 1–2 and combined 
that subset of data with the data from our within-verbs experiment. We then used that dataset to 
run the analysis that tested the interaction between Prime Condition and Experiment. To test the 
robustness of this interaction, we repeated this analysis 1000 times.

In the first step of each iteration, we tested the data of the 63 randomly selected participants 
in the between-verb dataset for an effect or Prime Condition by modeling the target-response-
type likelihood using a logit mixed-effect model that included Prime Condition as a (sum-
coded) predictor. On each iteration, the model only contained a random intercept per Item 
and Subject, to reduce convergence issues across iterations. Log-likelihood comparisons of 
the model with a reduced model in which Prime Condition was omitted revealed a significant 
effect of Prime Condition in 291 of the 1000 iterations (p ≤ 0.05). Important for our purposes, 
however, is that the size of the effect of Prime Condition across all 1000 iterations was small 
compared to the observed effect size in our within-verb dataset (as expressed in log odds 
ratio, denoted by the estimate coefficient of Prime Condition in the output of each model; 
Figure 7).
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Figure 7: The size of the main effect of Prime Condition in each of the 1000 iterations of our 
combined analysis. On each iteration, we randomly extracted 63 participants from the total 
number of participants in the combined dataset of Experiments 1–2 (n = 224). The subset 
of the data selected on each iteration of this analysis was tested for a significant effect of 
Prime Condition. In this figure, the points on the scatterplot represent the observed effect size 
(as measured in the log odds ratio in the output of each model) of Prime Condition on each 
iteration, and the colour/shape indicates whether the effect of Prime Condition was significant 
on that iteration. The dashed line in the figure indicates the observed effect size in our 
previously-conducted within-verb experiment (which showed priming of logical representations 
in the verb is repeated in each prime and target).

In the second step of each iteration, we tested whether priming was modulated by verb 
repetition by combining each subset of data with our within-verb data and testing this dataset 
for an interaction between Prime Condition and Verb Overlap. The model constructed on each 
iteration therefore contained Prime Condition, Verb Overlap, and the interaction between Prime 
Condition and Verb Overlap as sum-coded predictors. Like in the first step of each iteration, 
the random-effects structure only contained a random intercept per Item and Subject, to reduce 
convergence issues across iterations.

These analyses revealed a main effect of Prime Condition in 297 of the 1000 iterations, a 
main effect of Verb Overlap in 17 of the 1000 iterations, and an interaction between Prime 
Condition and Verb Overlap in 999 of the 1000 iterations (Figure 8). So, taken together, these 
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analyses revealed that the effect of Prime Condition was significantly stronger if the prime-target 
pairs contained the same verb in a vast majority of iterations.3

Figure 8: This figure shows the number of iterations in which the Prime Condition x Verb 
Overlap interaction (top panel), the Prime Conditon main effect (middle panel), and the Verb 
Overlap main effect (bottom panel) were significant. Most important for our research purposes, 
the Prime Condition x Verb Overlap interaction was significant in all iterations but one.

5.3 Discussion
Our combined analysis of Experiments 1 and 2 did not reveal an effect of Prime Condition between 
verbs, even though this analysis was highly powered. Additionally, our iterated analyses showed 

	 3	 The one iteration that did not reveal an interaction between Prime Condition and Verb Overlap showed a main effect 
of Prime Condition, so this iteration replicated Feiman and Snedeker’s (2016) general pattern of results.
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that randomly selecting a smaller group of participants from our combined dataset did result in 
an effect of Prime Condition between verbs in a minority of cases (but note that such an analysis 
is underpowered). This effect was virtually always weaker compared to logical representation 
priming within the same verb.

On the one hand, care is required in interpreting the observed null effects of logical 
representation priming between verbs. Even though our analysis fails to detect a robust effect of 
priming between verbs, it is noteworthy that our iteration analysis revealed a descriptive effect 
in the direction of priming in a clear majority of iterations (Figure 7). More importantly, such 
an effect is very small and therefore not robust. Moreover, our data provide clear evidence for 
an interaction between Prime Condition and Verb Overlap: Logical representation priming is 
stronger if the verb is repeated compared to when it is not.

6. General discussion
Feiman and Snedeker (2016) hypothesised that logical representations are content-free abstract 
representations of the compositional structure of sentence meaning, based on their finding that 
logical representation priming is not modulated by verb repetition between prime and target. 
This finding suggests a division of labour between the compositional and the lexical semantic 
system in sentence interpretation. However, across two experiments we failed to replicate these 
findings: We consistently observed that logical representation priming between verbs is weaker 
than logical representation priming within the same verb (even if we increase the sample size to 
reach more than sufficient power, which we did in Experiment 2 and in our combined analyses). 
This indicates that logical representations between verbs is not a robust effect.

6.1 Methodological differences: Feiman and Snedeker (2016) and this study
It is possible that the discrepancy in findings between our experiments and Feiman and Snedeker’s 
(2016) experiment is due to methodological differences. However, there are good reasons to 
assume that this is not the case.

First, although there was overlap between the sets of stimulus materials in our and Feiman and 
Snedeker’s experiments (namely those borrowed from Raffray & Pickering, 2010), we constructed 
additional materials. Thereby, we increased the number of trials in each experimental condition 
(27 prime-target pairs per prime condition instead of 12). However, this increase of prime trials 
does not seem to influence the strength of priming: Previous studies that involved the same 
materials and contained the same number of items did reveal effects of logical representation 
priming (Slim et al., 2021). In these studies, however, the verb in the prime and target sentence 
was repeated (replicating Raffray & Pickering, 2010; and Experiment 2 and Experiment 4 in 
Feiman & Snedeker, 2016).
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Second, the experiments reported here were in Dutch, whereas Feiman and Snedeker’s (2016) 
experiments were in English. It is unlikely that the lack of between-verb priming is due to a 
difference between Dutch and English. First, the Dutch and English stimuli were close translation 
equivalents (see https://osf.io/697wg/ for a list of prime-target pairs). And second, previous 
studies (Slim et al., 2021) have shown that logical representations can be primed in Dutch 
language comprehension if the verb is repeated between prime and target (similar to English). In 
fact, numerous studies have shown that structural priming in general manifests very similarly – if 
not identically – in Dutch and English (see, e.g. Hartsuiker et al., 2008; Mahowald et al., 2016; 
Pickering & Ferreira, 2008). Therefore, we see no reason to assume that possible differences 
between Feiman and Snedeker’s results and the current results are driven by differences in 
comprehension of English and Dutch.

A final difference is that we recruited participants amongst first-year psychology students 
(Experiment 1) or via Prolific (Experiment 2), whereas Feiman and Snedeker (2016) recruited 
their participants via Amazon MTurk. Here, it is worth noting that the results of Experiment 
1 and 2 reported in the present study are similar, even though there are differences in the 
demographic characteristics between the undergraduate population tested in Experiment 1 and 
the more diverse population tested in Experiment 2 (corroborated by our combined analysis). 
Moreover, the participants from Experiment 2 were paid participants recruited online, similar 
to the population tested by Feiman and Snedeker. Therefore, we see no reason to assume that 
demographic and/or recruitment differences affect logical representation priming and caused the 
discrepancy between the present and Feiman and Snedeker’s results.

The most likely explanation for the difference between our findings and Feiman and 
Snedeker’s (2016) findings is the difference in power. Our power analysis revealed that Feiman 
and Snedeker’s experiment was underpowered. Our well-powered Experiment 2 and our highly 
powered combined analyses again reveal that priming logical representations between verbs is a 
small effect and therefore not robust, and logical representation priming is consistently enhanced 
if the verb is repeated in the prime and target.

6.2 Logical representations as event representations
The finding that logical representation priming does not robustly emerge between verbs (but 
does robustly emerge within verbs; Feiman & Snedeker, 2016; Raffray & Pickering, 2010; Slim et 
al., 2021) is difficult to reconcile with semantic theories that posit a strict separation between the 
compositional and lexical system in interpretation. Such accounts propose that comprehenders 
compute abstract logical representations that only specify structure and not any lexical meaning 
content (e.g., Feiman & Snedeker, 2016; Heim & Kratzer, 1998; May, 1985). Our findings, 
however, suggest that comprehenders compute integrated logical representations that specify 
both compositional structure and conceptual meaning features of (at least) the event denoted in 
the sentence (as specified by the verb).

https://osf.io/697wg/
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Our findings are in line with theoretical accounts that emphasise the role of the lexical system 
in the computation of logical representations. In Section 1 (the Introduction), we described 
earlier findings that suggest that conceptual meaning content greatly influences quantifier scope 
assignment in the form of world knowledge. A sentence like Every customer returns an item, 
for example, is more often assigned a universal-wide interpretation (in which every customer 
returned a different item) than a sentence like Every jeweller praised a diamond, despite the fact 
that these sentences are structurally identical. Rather, the difference in interpretation is due to 
our expectations about the typical number of participants and objects involved in “returning” 
and “praising” events (Dwivedi, 2013; Saba & Corriveau, 2001). Several studies on real-time 
semantic interpretation have shown that comprehenders immediately integrate such real-world 
knowledge in the incremental computation of logical representations (e.g., Dwivedi, 2013; 
Dwivedi et al., 2010; Filik et al., 2004; Urbach et al., 2015; Urbach & Kutas, 2010). These studies 
indicate that world knowledge is not merely used to choose between alternative abstract analyses, 
but that expectations based on world knowledge actively guide real-time scope assignment in the 
developing logical representation. The resulting logical representation therefore captures features 
of both the compositional structure and lexical meaning content. This account of integrated 
logical representations fits theories on semantic representation that argue that quantifier scope 
is specified in conceptual event representations (which specify conceptual meaning features of 
the event denoted in the sentence and of the number of participants and objects involved in that 
event; e.g., Fodor, 1982; Jackendoff, 1992; Johnson-Laird et al., 1989).

This description of logical representations explains why logical representation priming is 
more robust within verbs than between verbs. Recall that structural priming effects emerge 
because it is easier to reuse representations computed in a preceding instance of language 
processing (typically explained in terms of implicit learning, e.g., Bock & Griffin, 2000; Chang 
et al., 2006; Jaeger & Snider, 2013). Effects of structural priming are usually stronger if more 
features of the prime and the target sentence are shared (e.g., Branigan & Pickering, 2017; 
Ziegler & Snedeker, 2018; Ziegler et al., 2018). Therefore, under the assumption that logical 
representations specify both structure and event-related conceptual features, it is predicted 
that abstract logical representation priming (i.e., priming between verbs) is smaller than event-
specific logical representation priming (i.e., priming within verbs). This makes abstract logical 
representation a fragile effect. In addition (and more speculatively), the prime sentences in our 
experiment may lead participants to update their biases on the typical number of participants 
and objects involved in a specific event (as previously suggested by Dwivedi, 2013). For example, 
the ‘climbing’ event in Every kid climbed a tree is biased towards a universal-wide interpretation 
(Dwivedi et al., 2010; Feiman & Snedeker, 2016). Encountering this sentence in a universal-
wide prime could strengthen this initial bias and encountering this sentence in an existential-
wide prime weakens this initial bias (e.g., Jaeger & Snider, 2013; see also Yildirim et al., 2016). 
This bias-updating, in turn, could affect the interpretation of a subsequent target sentence if 
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that target sentence describes a similar event. This is the case in within-verb priming, but not 
in between-verb priming. Note that priming can simultaneously emerge on multiple levels of 
processing (see Branigan & Pickering, 2017), and therefore these two proposed loci of priming 
are not mutually exclusive.

Finally, we should note that we are not arguing that people are unable to compute abstract 
logical representations. In fact, certain contexts require the processing of quantifier relations 
in the absence of encyclopedic knowledge, such as logic puzzles or syllogistic reasoning tasks 
(which are often incorporated in standardised tests like the Law School Admissions Test or the 
Graduate Record Examinations; AnderBois et al., 2012; Khemlani et al., 2012). In such tasks, 
quantified sentences are typically presented in a context that is set up in such a way that effects 
of real-world knowledge are minimised. Nevertheless, people are able to draw inferences from 
such quantified statements (e.g., Bucciarelli & Johnson-Laird, 1999; Khemlani & Johnson-Laird, 
2012). This suggests that, at least in contexts such as logic puzzles, people can compute logical 
representations that abstract away from lexico-semantic knowledge. At the same time, syllogistic 
reasoning is notoriously prone to errors, and these are often driven by real-world knowledge 
(e.g., concluding that all sparrows are birds based on the premises all birds can fly and all sparrows 
can fly, even though this intuitive response based on real-world knowledge is not supported by 
the two premises; e.g., Klauer et al., 2000). This suggests that the computation of abstract logical 
representations is cognitively burdensome, and comprehenders therefore often rely on additional 
information stored in the lexical system in the assignment of scope (Dwivedi, 2013).

6.3 Is there a lexical boost in logical representation priming?
Structural priming research on syntactic representations has shown the lexical boost effect: 
Syntactic priming is enhanced if the verb is repeated in the prime and target (e.g., Branigan 
& Pickering, 2017; Hartsuiker et al., 2008; Pickering & Branigan, 1998; see also Mahowald 
et al., 2016, for meta-analysis). The present results show that logical representation priming 
is also enhanced if the prime-target pair contains the same verb, and therefore, this finding 
may be interpreted as evidence for a lexical boost effect in logical representation priming. 
Recall, however, that the evidence of the lexical boost in priming syntactic representations in 
comprehension is piecemeal, with some studies showing no indications of a lexical boost in 
comprehension (e.g., Arai et al., 2007; Thothathiri & Snedeker, 2008; Ziegler et al., 2019; for 
review, see Tooley, 2022). Since we studied structural priming in comprehension, it is difficult 
to relate our findings to the known effects from research on syntactic priming.

In addition, there are theoretical considerations that lead one to assume that the lexical boost 
–- as it has been characterised in syntactic priming –- does not emerge in logical representation 
priming. There are two main theoretical accounts on the lexical boost. According to the first 
explanation, the lexical boost is explained in terms of larger representational overlap between 
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prime and target. The verb largely determines a sentence’s syntactic structure because it specifies 
argument structure. Verbs are therefore assumed to be connected to syntactic structures in our 
mental lexicon (Pickering & Branigan, 1998). In case the prime and target contain the same 
verb, both the abstract syntactic structure and the connection between the verb and the syntactic 
structure are shared between prime and target. This larger representational overlap enhances 
priming (e.g., Hartsuiker et al., 2008; Pickering & Branigan, 1998).

The second explanation of the lexical boost effect posits that verb repetition reactivates a 
short-term memory trace for the structure of the prime sentence, which boosts syntactic priming 
(e.g., Bock & Griffin, 2000; Hartsuiker et al., 2008; Segaert et al., 2013). This account, however, 
requires additional assumptions about why the lexical boost effect robustly emerges if the verb 
is repeated and not if other lexical items are repeated (Carminati et al., 2019; Mahowald et al., 
2016; but cf. Kantola et al., 2023; Scheepers et al., 2017). To account for this finding, theorists 
have put forward the hypothesis that the verb acts as a stronger memory cue for the same reasons 
as described above: Because it is the head of the syntactic phrase (e.g., Hartsuiker et al., 2008; 
Tooley & Traxler, 2010).

Importantly, verbs are not necessarily encoded in the same way in syntactic representations 
and in logical representations. Syntactic representations are grammatical linguistic 
representations, whereas we described logical representations as non-linguistic representations 
of conceptual thought (e.g., Fodor, 1982; Jackendoff, 1992, 2002; but cf. Barker & Jacobson, 
2007; May, 1985). Therefore, syntactic representations specify how lexical items combine in 
syntactic phrase structure and logical representations specify how concepts are combined in 
combinatorial thought (Fodor, 1982; Jackendoff, 1992). In turn, the enhancing effect of the 
lexical boost in syntactic priming is due to repetition of the same lexical item (which, in the 
case of verbs, specifies the possible syntactic structures; Pickering & Branigan, 1998) and not 
due to repetition of the same conceptual content. Moreover, this difference between syntactic 
and logical representation priming presupposes that the effect of verb repetition is not the same 
in both types of priming. In syntactic priming, verb repetition enhances priming because the 
verb specifies syntactic structure. In logical representation priming, we hypothesised that verb 
repetition enhances priming because the verb specifies much semantic information about the 
event denoted in the sentence. However, this information is not part of the grammatical features 
of a verb, but of its (non-linguistic) conceptual semantics (Jackendoff, 1992; Levin & Rappaport 
Hovav, 2005; see also Fillmore, 2006).

One possible way to gain insight into the assumed distinction in verb representation at the 
level of syntactic and logical representations is by studying bilingual priming. In bilingual priming, 
the prime and the target trials are presented in different languages to bilingual participants (see 
Van Gompel & Arai, 2018, for review). Studies on bilingual syntactic priming have shown that 
the lexical boost is stronger in within-language priming than in between-language priming (in 
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which case not the same lexical item, but a translation equivalent is repeated, e.g., Schoonbaert 
et al., 2007). This indicates that the lexical boost in syntactic priming is not driven by repetition 
of conceptual semantics (which are assumed to be shared across translation equivalents, e.g., 
De Bot, 1992, 2004). However, the first insights that we have on bilingual priming of logical 
representations reveal a different pattern: A study by Slim et al. (2021) showed that logical 
representation priming is comparable within the same language (if the verb is repeated) and 
between languages (if a translation equivalent of the verb is repeated). This suggests that repetition 
of concepts, rather than repetition of the same word form, enhances logical representation 
priming. Some care is required in interpreting these results, given the scarce number of studies 
on bilingual logical representation priming. Nevertheless, the results so far seem to support the 
assumed dichotomy between the role of verb repetition in syntactic and logical representation 
priming, and show that this strand of research could provide insight into commonalities and 
differences in the encoding of verb information in syntactic and logical representations.

Summing up, we hypothesised that the effect of verb repetition manifests differently in 
logical representation priming than how it is typically described in syntactic priming: Concept 
repetition (rather than lexical repetition) magnifies effects of logical representation priming. 
Of course, the arguments presented above are based on theoretical considerations and further 
empirical research is therefore needed to fully understand the mechanisms underlying the role of 
lexical repetition in syntactic and logical representation priming.

7. Conclusion
Feiman and Snedeker (2016, Experiment 3) observed that logical representation priming is not 
sensitive to any effects of verb overlap between prime and target. Two experiments in Dutch, 
however, showed a different pattern of results. Unlike Feiman and Snedeker, we found that logical 
representation priming is enhanced when prime and target contain the same verb as opposed 
to when prime and target involve different verbs. This indicates that logical representation 
priming between verbs is, at least, not a robust effect. We argued that this finding is difficult to 
reconcile with prevalent semantic theories that posit a strict distinction between the lexical and 
the compositional system in the computation of sentence meaning. Rather, we argued that the 
lexical and the compositional system interact in language processing, which leads to integrated 
logical representations that specify both content and structure of sentence meaning.
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