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ABSTRACT

A growing research body shows that victimization increases victims’ fear of crime. Typically, this research estimates average effects, which may conceal that people respond differently to victimization or that ecological contexts shape the experience of crime. The current study is among the few that attempt to uncover potential heterogeneities in victimization effects by ecological contexts. It explores whether the victims’ neighborhood conditions (levels of crime, disorder, and concentrated disadvantage) moderate the impact of violent victimization close to home on fear of crime. For this purpose, longitudinal multilevel models were estimated using data from a two-wave panel survey of about 3300 adult respondents nested in 140 neighborhoods in two large German cities. The results suggest that individuals from more disadvantaged neighborhoods tend to increase their fear of crime more strongly after victimization than those from more advantaged areas. For the other neighborhood conditions, victimization effects were estimated to be more homogenous.

Introduction

Scholars have studied the causes and consequences of fear of crime for individuals and communities for decades (see Hale, 1996; Lee & Mythen, 2018). For obvious reasons, the victimization perspective from early on has identified becoming the victim of crime as a major cause of fear of crime (e.g. Garofalo, 1979; Janoff-Bulman & Frieze, 1983; Skogan, 1987). Over time, an abundance of empirical evidence has been accumulated showing that victimization indeed increases fear of crime (even though other factors than crime also have been found to foster fear; for a meta-analysis, see Collins, 2016). However, most of this research was based on data from cross-sectional designs,
which typically cannot account for issues of unobserved individual heterogeneity and causal time order, questioning the internal validity of the findings (for critique, see Ditton et al., 2003; Mahuteau & Zhu, 2016; Skogan, 1987). Only in recent years have more prospective panel studies emerged that address these internal validity threats by surveying the same individuals of a general population—including both victims and non-victims—repeatedly over time. Starting with the seminal study of Skogan (1987), this work produced more trustworthy evidence that victimization experiences increased fear of crime on average (e.g. Janssen et al., 2021; Mahuteau & Zhu, 2016; Russo & Roccato, 2010; Salm & Vollaard, 2021; for more mixed results, however, see Braakmann, 2012; Bunch et al., 2014).

Despite this undeniable progress, scholars have emphasized the need to look also at the heterogeneity underlying these victimization effects. People do not respond uniformly to criminal victimization—they cope differently depending on resilience-related psychological and social characteristics (e.g. Agnew, 1985; Denkers & Winkel, 1998; Skogan, 1987). Following the suggestions of these scholars, a growing empirical literature explores the factors that may account for the heterogeneity of victimization effects. Its findings imply that the impact of victimization on fear of crime may differ depending on, amongst others, the victim’s age, gender, ethnicity, previous victimization experience, or victimization propensity (e.g. Borooah & Carcach, 1997; Karakus et al., 2010; Köber, 2018; Logan & Walker, 2021; Mahuteau & Zhu, 2016; May, 2001; Russo & Roccato, 2010; Scherg & Ejrnæs, 2022; Skogan, 1987; Turanovic, 2019; Weitzer & Kubrin, 2004).

While most of this research has concentrated on individual victim characteristics as moderators, less research has investigated to what extent victimization effects differ by social contexts on various spatial levels, such as countries (e.g. Abbott & McGrath, 2017; Chon & Wilson, 2016; Ejrnæs & Scherg, 2020), cities (e.g. Bennett & Flavin, 1994; Stein, 2014; Valente et al., 2022), neighborhoods (e.g. Brunton-Smith & Sturgis, 2011; Jing et al., 2021; Wilcox Rountree & Land, 1996a), or schools (e.g. Baek et al., 2019; Coyle et al., 2022; Kollerová & Smolík, 2016; Swartz et al., 2011). Research on neighborhoods, which have been found to be powerful contextual determinants of fear of crime in general (e.g. Brunton-Smith & Sturgis, 2011; Wilcox Rountree & Land, 1996a, 1996b), has typically studied whether neighborhood conditions, such as crime rates or levels of disorder moderate the impact of victimization on fear. Overall, this relatively sparse literature has produced mixed findings: While several studies have found that victimization has a larger impact on fear in more disordered or crime-ridden neighborhoods (e.g. Borooah & Carcach, 1997; Jing et al., 2021; Weitzer & Kubrin, 2004), others have reported more equivocal findings (e.g. Abdullah et al., 2015; Brunton-Smith & Sturgis, 2011; Roccato et al., 2011; Wilcox Rountree & Land, 1996a, 1996b).

However, this extant research on heterogenous victimization effects on fear of crime is limited in various ways. First, as with the general literature on the victimization–fear link, most studies used cross-sectional designs, and their results thus typically suffer from low internal validity. As argued above, panel studies with a control (non-victim) group are necessary to explore causal (victimization) effects more adequately (see Gangl, 2022; Shadish et al., 2002; Skogan, 1987). To our knowledge, however, so far, no study has investigated the moderating role of neighborhood
conditions on the victimization–fear link longitudinally. Second, most studies measure neighborhood conditions by aggregating individual survey responses (e.g., Box et al., 1988; Jing et al., 2021; Roccato et al., 2011; for a notable exception, see Brunton-Smith & Sturgis, 2011). The aggregation of individual perceptual measures may be affected by sample bias, endogeneity issues, and correlated measurement errors, as is well-known from neighborhood and school effects research (Brunton-Smith & Sturgis, 2011; Duncan & Raudenbush, 1999; Sampson et al., 1997). Third, most research on the moderating force of neighborhoods lacks theoretical depth (for an earlier critique, see Wilcox Rountree & Land, 1996a). Typically, studies discuss no (e.g., Brunton-Smith & Sturgis, 2011; Wilcox Rountree & Land, 1996a, 1996b) or only one (e.g., Jing et al., 2021; Roccato et al., 2011) theoretical perspective on how and why victimization effects may differ depending on neighborhood conditions, although various theoretically reasonable (opposing) mechanisms exist.

The current study aims to overcome some limitations of previous research by investigating heterogeneous victimization effects on fear of crime using two-wave panel survey data from 140 neighborhoods in two German cities. It supplements previous work with the same data that already found that victimization—and here especially violent rather than property crime victimization—increases fear of crime on average (Janssen et al., 2021). The current paper extends this work and goes beyond the analysis of average effects in the following ways. First, it introduces four theoretical perspectives that differ in their explanation of how and why victimization effects on fear of crime may vary by neighborhood contexts. Second, it links panel survey data from a general population sample with neighborhood-level external information to test two opposing hypotheses that can be derived from the theoretical perspectives. In the analyses, we regard fear of crime as an umbrella term for a multidimensional concept spanning cognitive, emotional, and behavioral responses to subjectively perceived threats which calls for a measurement reflecting this multidimensionality (Hart et al., 2022; Jackson, 2006; Rader et al., 2007).

**Neighborhood-Specific Victimization Effects**

To explain why the fear of crime may change differentially after a victimization experience depending on the residential neighborhood context, we draw on four theoretical perspectives: (1) the *cumulative disadvantage thesis*, (2) the *disorder highlighting thesis*, (3) the *disadvantage saturation thesis*, and (4) the *resilience thesis*. The former two theses predict that victimization has a stronger impact on fear for individuals living in *more* crime-ridden, disadvantaged, or disorderly neighborhoods. The latter two theses, in contrast, allow for the opposite prediction that victimization has a stronger impact on those living in *less* crime-ridden, disadvantaged, or disordered areas. Empirically, our data only allow us to test the two broader predictions but not the more detailed underlying mechanisms. Accordingly, we formalize the two competing predictions as hypotheses to be tested in the remainder of the article and leave it to future research to explore the mechanisms producing the predictions.

The *cumulative disadvantage thesis* posits that experiences of adversity and disadvantage have a kind of snowballing effect (see Scherg & Ejrnæs, 2022; Turanovic, 2019). According to this perspective, adverse events beget adverse events, and the
resulting permanent exposure to adversity undermines psychological and social resources that affected individuals may otherwise employ to mitigate the detrimental consequences of further negative experiences (Aquino et al., 2022; Carr & Umberson, 2013; Hobfoll, 1989; Turner & Lloyd, 1995; Winkel et al., 2003). As a result, individuals who face such continuous stress due to their exposure to ecological disadvantage can cope less efficiently with a victimization experience and suffer stronger increases of fear than individuals residing in better-off neighborhoods who do not (or less frequently) have to endure such adversity and thus have more resources available to shield against the detrimental effect.

Neighborhoods may contribute to cumulative disadvantage in multiple ways. A plethora of research has produced evidence for the adverse effects of neighborhood conditions on many aspects of well-being and life chances, ranging from social cohesion and social capital (Dinesen et al., 2020; Sampson et al., 1997), educational achievement and labor market success (Chetty et al., 2016; Sharkey & Elwert, 2011), to mental health (Klijs et al., 2016), and physical health and mortality (Meijer et al., 2012; Schüle & Bolte, 2015). Concentrated poverty, mostly in combination with the segregation of ethnic minorities, has often been viewed as the root cause of adverse neighborhood outcomes, either directly or mediated by poor housing, disorder, crime, or related adverse features of urban life, which are deemed as harsh and stressful living conditions (Galster & Sharkey, 2017; Pepper & Nettle, 2017; Sharkey & Faber, 2014). Scholars have proposed various social and psychological mechanisms to account for the negative effects of concentrated disadvantages, such as alienation, feelings of powerlessness, lack of trust, social contagion and peer influences, or physical environment (de Courson et al., 2023; Leventhal & Brooks-Gunn, 2000; Ross et al., 2001; Sampson, 2022). Indirect victimization, the knowledge of victim experiences by others through personal networks, which often include people living in the vicinity, may be one mechanism that has been shown to increase fear of crime (Drakulich, 2015; Keel et al., 2022; Russo et al., 2013; Xie & Mcdowall, 2008). In sum, residents of disadvantaged neighborhoods may be exposed to more adverse experiences and harsher living conditions than residents of other urban neighborhoods, and some scholars assume exponential or threshold effects of adverse neighborhood conditions (Galster, 2014). According to the cumulative disadvantage thesis, these continuous adversities will deplete the coping resources of individuals, who will then have a more difficult time dealing with victimization than individuals from more advantaged neighborhoods.

Some studies found support for the assumption that adverse neighborhood conditions reinforce the effect of victimization on fear. However, all these studies were based on cross-sectional data, whose findings may have questionable internal validity. Of the cross-sectional studies using officially recorded crime rates, Weitzer and Kubrin (2004) suggested that property victimization had only a fear-inducing impact among those living in districts with higher crime rates, and Brunton-Smith and Sturgis (2011) found that the effect of a single (but not multiple) violent victimization on fear was reinforced in neighborhoods with more recorded crime.

More studies investigated the impact of perceived neighborhood crime and disorder on the effects of victimization on fear (e.g. Box et al., 1988; Jing et al., 2021; Roccato et al., 2011), often showing that the association between victimization and fear increases with higher levels of perceived crime and disorder. However, this finding
may reflect that more fearful respondents also perceive and report more crime and disorder independent of objective levels of crime and disorder, as has been shown in the seminal work by Ralph Taylor and colleagues (Perkins & Taylor, 2002; cf. O’Brien et al., 2019). In a previous analysis of the survey data used in this paper, Janssen et al. (2022) found that violent victimization was by far the strongest predictor of the disorder perception bias in a model controlling for objectively measured disorder. Thus, a reinforcing effect of perceived disorder on the association between victimization and fear is likely to be an artifact of correlated measurement errors and should not be interpreted as a substantive finding.

Yet, exactly this research finding could be interpreted in favor of a second theoretical perspective, which we will call the disorder highlighting thesis. This thesis focuses on the symbolic dimensions of neighborhood disorder and argues that experiences of adversity may work as a highlighter of problematic features of residential contexts (see Roccato et al., 2011). Neighborhoods are a particularly salient context for the disorder highlighting thesis given that they constitute people’s immediate residential environments. According to this perspective, individuals confronted with a harmful experience will subsequently scan their social environment for signs of disorder and use those as warning signs to infer the likelihood of further critical incidents, especially if the experience was made close to their homes. If persons live in crime-ridden, disadvantaged, and disordered neighborhoods, they are more likely to find environmental cues to support and exacerbate their risk perceptions. In better-off and less disordered contexts, in contrast, victimization experiences will be matched less often with corresponding environmental cues. Consequently, a person will be more likely to dismiss the event as unfortunate and unlikely to occur again (Agnew, 1985); hence, an increase in fear of crime is less likely than in crime-ridden, disadvantaged, and disordered neighborhoods. As noted above, disorder perceptions are highly subjective and closely linked to feelings of insecurity (Perkins & Taylor, 2002; Ward et al., 2017), and victimization experiences may be one of the factors fueling a sense of disorder (LaGrange et al., 1992). However, in contrast to studies relying solely on survey-based measures of subjective perceptions of disorder, we maintain that independently measured data on disorder is necessary to substantiate this second hypothesis.

Both the cumulative disadvantage thesis and the disorder highlighting thesis lead to the following hypothesis:

H1: Victimization experiences will increase fear of crime more strongly if the victim lives (and is victimized) in a neighborhood characterized by more crime, disadvantage, and disorder.

In contrast, the disadvantage saturation thesis contradicts the previous argument by stating that the more permanent exposure to adversity in crime-ridden, disadvantaged, and disordered neighborhoods renders the consequences of victimization experiences less dramatic. The argument is that adverse neighborhood conditions will already have undermined the psychological and social well-being of individuals so that it can hardly be reduced any further by new negative life events (see Scherg & Ejrnæs, 2022; Turanovic, 2019). Residents of disadvantaged neighborhoods are so accustomed to and desensitized by detrimental life events and conditions that new adverse events—which they will already expect—are unlikely to diminish their
well-being further (Aquino et al., 2022; Cho & Ho, 2018; Di Tella et al., 2019; Wright & Fagan, 2013). Applied to fear of crime, these residents will, due to their prior experiences, have a higher baseline level of fear and therefore be less impacted further by criminal victimization. Individuals who, in contrast, have suffered fewer or no adverse experiences and conditions before and have lower levels of fear may be more affected by victimization, which for them is a rather untypical and unexpected event (Eaton, 1978). In this vein, their baseline fear of crime will probably be lower, and an unanticipated disruptive experience, such as criminal victimization should increase this low-level fear more strongly.

Finally, the resilience thesis takes this reasoning one step further and posits that individuals develop coping skills when they face adverse experiences and are thus, in the long run, better able to deal with future adversities (see Scherg & Ejrnæs, 2022; Seery et al., 2010, 2013; Updegraff & Taylor, 2000; Winkel et al., 2003). The psychological concept of posttraumatic growth investigates how individuals develop positive coping strategies through adverse experiences (Calhoun & Tedeschi, 2006; Linley & Joseph, 2005; Roepke & Seligman, 2015). This concept can be applied to adaptation processes in the face of repeated observed or experienced adversities in disadvantaged neighborhoods. Ethnographic research, furthermore, has stressed the importance of becoming “streetwise” to successfully navigate the risks of living in disadvantaged neighborhoods (Anderson, 1990; Jones, 2009). These perspectives suggest that resilience may grow stronger in neighborhoods that confront their residents with adverse experiences. Individuals, in contrast, who are rarely exposed to difficult circumstances will not develop the skills to encounter adversities efficiently. Criminal victimization will thus impact residents of crime-ridden, disadvantaged, and disordered neighborhoods, who are rich in negative experiences, less compared to others residing in better-off neighborhoods who lack such experience.

Both the disadvantage saturation thesis and the resilience thesis lead to the following hypothesis:

H₂: Victimization experiences will increase fear of crime more strongly if the victim lives (and is victimized) in a neighborhood characterized by less crime, disadvantage, and disorder.

Overall, the relatively scarce and purely cross-sectional research on the moderation of fear-inducing victimization effects by neighborhood characteristics has produced mixed evidence. While overall more of the statistically significant findings support hypothesis H₁ than hypothesis H₂ (e.g. Box et al., 1988; Brunton-Smith & Sturgis, 2011; Jing et al., 2021; Weitzer & Kubrin, 2004), most results suggest that victimization effects are relatively homogenous across the studied neighborhood conditions (e.g. Brunton-Smith & Sturgis, 2011; Roccato et al., 2011; Wilcox Rountree & Land, 1996a, 1996b). Furthermore, most research has focused on the level of crime or (perceived) disorder in neighborhoods, overlooking the fact that another neighborhood condition predictive of fear of crime is a concentrated disadvantage (Brunton-Smith & Sturgis, 2011; Camacho Doyle et al., 2022), which may also be a powerful moderator of the victimization–fear link.
Methods

Data

The data are from a two-wave panel survey on crime and insecurity in urban neighborhoods in Cologne and Essen, two large cities in North Rhine-Westphalia (Germany) with populations of one million and slightly more than half a million, respectively. Both cities rank high nationally in terms of police-recorded violent and property crime rates but have very low homicide rates (0.6 resp. 0.5 per 100,000), as does Germany as a whole. In a two-stage cluster design, 140 neighborhoods were randomly drawn with an oversampling of the most disadvantaged areas. Neighborhoods are small administrative units with a mean area size of 0.56 square kilometers (SD=0.55) and a mean population of 2900 (SD=2100). Within these areas, respondents aged between 25 and 89 years were randomly drawn from a population register, with an oversampling of 60–89 old persons. This restricted age range reflects the purpose of the original study, which focused on the security perceptions of older adults and excluded younger adults many of whom are still in tertiary education and whose residential patterns are more unstable. Because young adults relocate more frequently, neighborhood conditions may be less salient for them. Based on previous analyses of the same survey data focusing on age heterogeneity in victimization effects on fear (Köber, 2018, p. 107), it can indeed be assumed that younger age groups are less susceptible to adverse effects than older age groups (within the range of 25 to 89 years). If this finding can be extrapolated to young adults below the age of 25 and had we included this age group in our analyses, we would expect on average slightly weaker effect estimates.

The first wave (T1) was conducted in spring 2014 and the second wave (T2) 18 months later in autumn 2015, both using a mail survey mode and self-administered paper-and-pencil questionnaires. The response rate at T1 was 41.1%. Using information from the official population register on the citizenship of both respondents and non-respondents, the response rate of minority citizens was computed as roughly half of that of German citizens, indicating a strong response bias (Gerstner & Oberwittler, 2016). However, the neighborhood-level correlation between register- and survey-based percentages of minority citizens in T1 was $r=0.87$ in Cologne and 0.78 in Essen, and the correlation between register- and survey-based percentages of welfare recipients was 0.88 in Cologne and 0.90 in Essen, hinting at a satisfactory ecological quality of the survey sample.

Of $n=6565$ participants in T1, $n=3746$ (57%) participated also in T2. The largest source of panel attrition was due to respondents who indicated in T1 that they did not want to be contacted again in response to a consent question proscribed by data protection rules.

One of the problems of a panel postal survey is the possibility that different persons from the same household may complete the questionnaire at different measurement occasions (even though the participants were personally addressed), precluding the analysis of individual changes over time. To exclude such cases across waves, we checked for the identity of gender and year of birth across waves and found 345 non-identical cases, reducing the sample to 3401 valid cases for the panel analysis.
In our models, we included only respondents with full information on all assessed variables, leaving 3325 respondents eligible for our analyses. An additional indicator category was included for missing values on categorical variables. Comparing our final sample \((n=3325)\) to the original T1 sample \((n=6565)\), we found signs of selective attrition (Janssen & Gerstner, 2016; see also Online Supplementary Material, Table S22). The final sample included fewer individuals with an immigrant background and with lower socio-economic status, and these respondents were also less likely to reside in disadvantaged neighborhoods. The final sample scored slightly lower on feelings of neighborhood unsafety, worry about crime, and avoidance behavior, and scored slightly higher on positive affect, generalized trust, neighborhood satisfaction, life satisfaction, contact with neighbors, self-rated health, and going out. Thus, sample attrition resulted in a disproportional loss of respondents with lower social status, lower well-being, and higher fear of crime. However, the final sample did not differ in terms of victimization rate compared to the larger T1 sample.

Measures

In this section, we introduce the measurements of the current study. For a full list of the descriptive statistics of these measures, see Table S1 in the Online Supplementary Material.

DV: Fear of Crime Indicators

Since its beginnings in the 1960s and 1970s, survey-based research on fear of crime has evolved from relying on rather crude single items to employing multi-item and multidimensional measurements of fear (Hart et al., 2022). Fear of crime is commonly conceptualized as a threat perception that consists of cognitive, affective (or emotional), and behavioral dimensions (Chataway & Bourke, 2020; Erčulj, 2022; Gabriel & Greve, 2003; Jackson, 2006; Rader et al., 2007). The affective component has a central position in conceptual models, which assume that cognitive risk perceptions are combined with appraisals of one’s coping resources and vulnerabilities “to form an overall appraisal of threat that then shapes worry” (Jackson, 2004, p. 949), which subsequently influences behaviors intended to reduce victimization risks, such as avoiding scary spaces (Erčulj, 2022). Consequently, the affective dimension is often measured by asking respondents how much or how often they “worry” about becoming the victim of specific crimes, and this question has become a standard instrument in victimization surveys, such as the British Crime Survey (now Crime Survey for England and Wales) since the 1990s (Farrall et al., 1997; Hough, 2004; Jackson, 2005). Jackson (2005) and Erčulj (2022) have used confirmatory factor analyses to demonstrate the distinctiveness of the cognitive, affective, and behavioral dimensions of fear crime.

An important stream of research has supported the notion that fear of crime, in particular in urban contexts, is fundamentally rooted in place (Brunton-Smith &

---

1To be more precise, the number of respondents varies slightly between the models (from \(n=3318\) to \(n=3325\)), depending on the missingness in the dependent variables (see Online Supplementary Material, Table S2).
Jackson, 2012). Fear levels vary distinctively between urban neighborhoods, reflecting subjective perceptions of local crime and disorder but also wider concerns about “the social and moral make-up of one’s community” (cf., Girling et al., 2000; Jackson, 2004, p. 946). Questions about insecurity feelings in local areas and about avoidance behavior, in particular, have shown large neighborhood variations (Brunton-Smith & Sturgis, 2011; Lorenc et al., 2012; Oberwittler, 2008; Rader et al., 2007).

We used three familiar survey scales, two of which (feelings of unsafety in the neighborhood and worry about crime) tap into the affective dimension and one (avoidance behavior) taps into the behavioral dimension of fear of crime. A fourth scale measuring cognitive fear was not included in the questionnaire of the second survey wave and therefore cannot be considered. Exploratory factor analyses of all items suggested that a 3-factor solution explains the relation between the items well (see Online Supplementary Material, Table S23). The results indicated that feelings of unsafety in the neighborhood are more closely related to avoidance behavior than to worry about crime, probably because both scales address the ecological dimension of fear. This view is supported by the high shares of between-neighborhood variance of both feelings of unsafety and avoidance behavior, in contrast to worry about crime, which has a lower share of neighborhood-level variance (see Online Supplementary Material, Table S25).

Feelings of unsafety in the neighborhood (in short: “feel unsafe”) were measured by two items asking the respondents “How safe do you feel—or would you feel—if you” (a) “walk alone in your area after dark?” and (b) “walk alone in your area during day time?”. Answering categories ranged from 0 (very safe) to 3 (very unsafe); the poly-choric correlation between the two items was $r = .79$.

Worry about crime (in short: “worry”) was measured by asking respondents to indicate on a scale ranging from 0 (not at all worried) to 3 (very worried) how worried they were about: “having your home broken into and something stolen?”, “being mugged and robbed?”, “being physically attacked by strangers?”, “being victim of a fraud?”. Cronbach’s alpha (measured at T1, as for the following scales) of this scale was .83. Both questions on unsafety and worry are standard measurements of affective fear of crime adopted from the Crime Survey for England and Wales (Office For National Statistics, 2022).

Avoidance behavior (in short: “avoidance”) is a summary construct adopted from Lüdemann (2006). It indicates how many different measures to protect themselves against crime respondents have taken during the last 12 months (response categories: 0 = no; 1 = yes): “avoid certain streets or places in my neighborhood during daytime”, “avoid certain streets or places in my neighborhood at dark”, “take the car or a taxi rather than walk in my neighborhood at dark”, “leave the house at dark only in company”, and “avoid public transport at dark”. Cronbach’s alpha is .76.²

All outcome scales have been z-standardized (mean of 0 and standard deviation of 1).

²Since the indicators are binary, we also conducted a sensitivity analysis with an IRT scale of avoidance behavior. The results are very similar to our main findings (see Online Supplementary Material, Tables S19–S21).
IV: Violent Victimization Experiences

The survey asked about personal victimization experiences both in the respondents’ residential neighborhoods and elsewhere during the last 2 years (T1) and since the first wave, i.e. during the last 18 months (T2), respectively. Because we are interested in the moderation effects of neighborhoods on the victimization–fear link, we concentrated on violent victimization experienced in the respondents’ own neighborhoods using three categorical items indicating no, single, or multiple victimizations for each occasion: “I was beaten and injured or physically assaulted in any other kind”, “somebody harassed or threatened me”, “I was sexually assaulted”. These items were combined into two binary variables indicating whether respondents had experienced any violent victimization before T1 (0 = no, 1 = yes) or between T1 and T2 (0 = no, 1 = yes) in their neighborhood. For analysis of the victimization effects, we finally generated a categorical variable from these two variables, assigning respondents to one of the following four violent victimization groups: no victim \( (n = 2504; 75.3\%) \), T1-only victim \( (n = 307; 9.2\%) \), T2-only victim \( (n = 238; 7.2\%) \), T1+T2 victim \( (n = 276; 8.3\%) \).

We focus on victimization in the victims’ neighborhood for two reasons. On the one hand, research suggests that victimizations in locations closer to home have more detrimental effects on victims than victimizations further away (Dugan, 1999; Janssen et al., 2021; Plassa et al., 2023). On the other hand, it is more consistent to study the moderation effects of neighborhood conditions on the victimization–fear link with a victimization measure referring to the neighborhood area. A methodological issue that arises when focusing on victimization close to home is how to deal with individuals who reported victimization outside their neighborhood. Should they be excluded completely, or included in the non-victim group? For our main analysis, we choose a conservative approach by including these individuals as non-victims. Yet, since victimization outside of one’s neighborhood will probably still increase fear of crime, this approach might reduce our effect estimates. To guard against a potential downward bias, we conducted sensitivity analyses, in which we excluded these individuals from modeling. The effect estimates of these robustness analyses are basically indistinguishable from our main results (see Online Supplementary Material, Tables S7–S10). Similar findings suggest that it is primarily victimization in the neighborhood that drives fear of crime and that victimization further away from home has less impact on fear (see Dugan, 1999; Janssen et al., 2021; Plassa et al., 2023).

Moderators: Neighborhood Characteristics

For the measurement of neighborhood conditions, we used register-based socio-demographic data, police-recorded crime data, and systematic social observations of social and physical disorder, thus avoiding the problem of correlated measurement errors, which has plagued many studies based on respondents’ perceptions aggregated to the neighborhood level (O’Brien et al., 2019).

Concentrated disadvantage is a composite index of two continuous neighborhood variables: the percentage of welfare recipients and a diversity index of nine nationality groups defined by citizenship. In the absence of standard sociodemographic variables, such as ethnicity, educational status, or income, these register-based information are commonly used in neighborhood research in Germany (Schaeffer, 2013). The Pearson
correlation of $r = .78$ indicates a very close association between poverty and diversity in neighborhoods, which is typical for ethnically and socially segregated cities in Germany. As an illustration of the level of concentrated disadvantage in the two cities, the share of welfare-dependent residents was 35% at the top decile of the most disadvantaged neighborhoods.

*Crime rate* is the number of police-recorded crimes per 100,000 inhabitants, including various violent and property offenses\(^3\) averaged for the years 2012–2014.

The systematic social observation (SSO) of *physical and social disorder* was carried out by trained undergraduate students equipped with GPS-enabled tablets in Spring and Summer 2015 during afternoon and evening daylight hours in all 140 neighborhoods, randomly selecting about 40% of face-blocks (one side of a street segment). Two different observers went to each neighborhood independently to reduce bias. For each face block, the observers assessed the frequency of 17 different types of physical and 17 different types of social incivilities, in most cases by counting. The list of incivilities was based on previous studies (Häfele, 2013; Sampson & Raudenbush, 1999) and on pretesting. The items were summed to create an overall index of incivilities, standardized by the length of observed face-blocks and log-transformed to account for the highly skewed distribution (see more detailed information in Janssen et al., 2022).

**Other Covariates**

As covariates, we included a rich list of individual-level variables that may account for potential confounding. Next to property crime victimization experiences,\(^4\) this list encompasses various socio-demographic and socio-economic indicators (age, gender, migration background, education level, employment status, marital status, and subjective income), and negative life events (financial loss, severe illness, and partner loss). While the socio-economic and socio-demographic indicators were all measured at T1, the data on negative life events came from T2, and property victimization was operationalized to bridge both T1 and T2 in line with the violent victimization measure.

**Analytical Procedure**

To estimate whether neighborhood characteristics moderate the causal effects of victimization on the various indicators of fear of crime (the outcomes), we proceeded as follows. First, we defined our causal effects (CEs) as the average\(^5\) differences in the changes in the outcomes ($Y$s) from T1 to T2 comparing those individuals who reported a victimization experience between the panel waves ($\text{Victim}_{T2} = 1$) to those who did not ($\text{Victim}_{T2} = 0$). That is, we assumed that differential changes in an outcome can

---

\(^3\)Violent offenses include assault, robbery, sexual offenses, coercion, and homicide; property offenses include burglary, property damage, theft of/from vehicles, and pickpocketing.

\(^4\)In addition to using property victimization as control variable, we also examined its effect on fear of crime in some supplementary analyses. In these analyses, property victimization had much weaker average effects and fewer significant moderation effects compared to violence (see Online Supplementary Material, Tables S3–S6).

\(^5\)E[.] refers to the expectation operator from probability theory. In this article, the expectations are average changes in the outcomes of interest between T1 and T2.
be attributed to the victimization experience. Behind this assumption is the idea that without the victimization experience, the change would have been the same in the victimized and non-victimized groups (the so-called “common [parallel] trend assumption”; see Gangl, 2022).

\[
CE = E[Y_{i,T2} - Y_{i,T1}|Victim_{T2} = 1] - E[Y_{i,T2} - Y_{i,T1}|Victim_{T2} = 0]
\]

Since we acknowledge that victimization effects may differ depending on whether a person was already a victim before T1 (i.e. whether a person was re-victimized; see Russo & Roccato, 2010; Scherg & Ejrnæs, 2022), we then distinguished two types of causal effects. The first group of effects identifies the impact victimization between T1 and T2 had on the outcomes for individuals who had not been victimized before T1 (Victim_{T1} = 0). On the other hand, the second group of effects identifies the impact on individuals who had already been victimized before T1 (Victim_{T1} = 1).

\[
CE_0 = E[Y_{i,T2} - Y_{i,T1}|Victim_{T2} = 1, Victim_{T1} = 0] - E[Y_{i,T2} - Y_{i,T1}|Victim_{T2} = 0, Victim_{T1} = 0]
\]

\[
CE_1 = E[Y_{i,T2} - Y_{i,T1}|Victim_{T2} = 1, Victim_{T1} = 1] - E[Y_{i,T2} - Y_{i,T1}|Victim_{T2} = 0, Victim_{T1} = 1]
\]

Our analysis differentiates these causal effects even further given that we want to explore whether victimization effects differ across neighborhoods. To do this, we first calculated how victimization influenced individuals living in areas with different scores (e.g. at the 0.05 percentile, P_{0.05}, or the 0.95 percentile, P_{0.95}) along the dimension of a specific neighborhood characteristic (NC; e.g. concentrated disadvantage).

\[
CE_{0a} = E[Y_{i,T2} - Y_{i,T1}|Victim_{T2} = 1, Victim_{T1} = 0, NC = P_{0.05}] - E[Y_{i,T2} - Y_{i,T1}|Victim_{T2} = 0, Victim_{T1} = 0, NC = P_{0.05}]
\]

\[
CE_{0b} = E[Y_{i,T2} - Y_{i,T1}|Victim_{T2} = 1, Victim_{T1} = 0, NC = P_{0.95}] - E[Y_{i,T2} - Y_{i,T1}|Victim_{T2} = 0, Victim_{T1} = 0, NC = P_{0.95}]
\]

\[
CE_{1a} = E[Y_{i,T2} - Y_{i,T1}|Victim_{T2} = 1, Victim_{T1} = 1, NC = P_{0.05}] - E[Y_{i,T2} - Y_{i,T1}|Victim_{T2} = 0, Victim_{T1} = 1, NC = P_{0.05}]
\]
Finally, we compared the neighborhood-specific effects to test our moderation hypotheses that the victimization effects differ depending on neighborhood characteristics. To do this, we computed the (second) differences in the causal effect estimates for individuals with the same T1 victimization history but different values on neighborhood characteristics.

\[
CE_{ib} = CE - CE_{0b} - CE_{0a}
\]

\[
CE_{ib-1a} = CE_{ib} - CE_{1a}
\]

To calculate the aforementioned causal effects and their (second) differences, we estimated linear longitudinal multilevel models within a random effect modeling framework (Bell & Jones, 2015; Hoffman, 2015). This modeling framework considers the nested structure of our observations, which are occasions (level 1) within individuals (level 2) within neighborhoods (level 3). It has the advantage of accounting more accurately for the uncertainty in our estimates when modeling the changes in our outcomes over time. Within these models, we also controlled for other potential sources of confounding by including various other covariates as additional predictors. Overall, our analytical approach resembles methods discussed as difference-in-difference estimation (Gangl, 2022). Within these methods, differences (or changes) in outcome variables over time are compared between treatment (here: victims) and control (here: non-victim) groups. The random effect models were estimated with the `mixed` command in Stata 17.0 using restricted maximum likelihood estimation (StataCorp, 2021).

Given the complexity of our models, below we show a conceptual equation that lists the categories of predictors for the outcome \( y_{tij} \) at time point \( t \) for individual \( i \) in neighborhood \( j \) as

\[
y_{tij} = (\text{Intercept}) + (\text{Wave}_{tij}) + \sum (\text{Victim_status_cwc}_{ij}) + \sum (\text{Wave}_{tij} \cdot \text{Victim_status_cwc}_{ij}) + \sum (\text{NC}_{ij}) + \sum (\text{Wave}_{tij} \cdot \text{NC}_{ij}) + \sum (\text{Victim_status_cwc}_{ij} \cdot \text{NC}_{ij}) + \sum (\text{Wave}_{tij} \cdot \text{Victim_status_cwc}_{ij} \cdot \text{NC}_{ij}) + \sum (\text{Life_events_t2}_{cwc}_{ij}) + \sum (\text{Wave}_{tij} \cdot \text{Life_events_t2}_{cwc}_{ij}) + \sum (\text{X_cwc}_{ij}) + \sum (\text{Wave}_{tij} \cdot \text{X_cwc}_{ij}) + \text{T1 neighborhood random intercept} + \]

\[
\]
T2 neighborhood random intercept + individual random intercept +
T1 residual + T2 residual.

Within this model specification, $y_{tij}$ refers to the respective outcome studied (e.g. worry about crime) and $\text{Wave}_{tij}$ is the binary indicator for panel wave (0 = T1, 1 = T2). All individual-level predictors were centered at their neighborhood means (i.e. cwc = centered within-context) so as to estimate purely within-neighborhood fixed effects (see Yaremych et al., 2023). $\text{Victim\_status\_cwc}_{ij}$ is a vector of six binary predictors, indicating whether a person experienced a violent victimization (3 dummies) or property victimization (3 dummies) only before T1, only between T1 and T2, or both before T1 and between T1 and T2 (with the reference categories of no violent victimization or no property victimization, respectively), and $\text{NC}_j$ is a vector of the three studied time-stable neighborhood characteristics (e.g. concentrated disadvantage). Next to these key variables, the model also included $\text{Life\_events\_t2\_cwc}_{ij}$ as a vector of three other negative life events (e.g. a financial loss) that occurred between T1 and T2, as well as $X\_cwc_{ij}$ as a vector of seven respondent characteristics measured at T1 (e.g. gender).

Lastly, as warranted by the sampling design (and following Hoffman, 2015, ch. 11), the model includes a complex heterogeneous variance structure that is multivariate by wave across both level-2 individuals and level-3 neighborhoods, which allows the intraclass correlation of individuals from the same neighborhoods to differ by wave. To do so, the model included a separate level-3 random intercept for neighborhood mean differences at T1 and at T2, a single level-2 random intercept for individual mean differences, and separate level-1 residuals for the remaining outcome deviations at T1 and at T2. Not shown in the model formula but also estimated was the covariance between the level-3 random intercepts.

Our central variable for calculating causal victimization effects is the binary $\text{Wave}_{tij}$ variable, which identifies the change in the studied outcome between T1 and T2. A complex set of interactions is necessary to allow this change to differ between individuals who vary in their victimization status ($\text{Victim\_status\_cwc}_{ij}$) and in their neighborhood characteristics ($\text{NC}_j$). This specification includes the three-way-interaction term ($\text{Wave}_{tij} \times \text{Victim\_status\_cwc}_{ij} \times \text{NC}_j$) along with all lower-level interactions and main effects. Only by including all of these terms is it possible to allow the outcomes to change freely over time within all of the various subgroups (with some restriction in terms of the linear nature of the moderation by the neighborhood characteristics; see Hainmueller et al., 2019).

To infer all the neighborhood-specific causal estimates and their differences from the pure regression estimates, it is necessary to calculate average marginal effects (AMEs) from the model (see Mize 2019). In our case, the AMEs depict average changes in the outcomes from T1 to T2 calculated across each observation in a subsample (e.g. among T1+T2 victims). In the current study, differences in the AMEs between individuals with and without a T2 victimization mirror our causal effects.

---

6In the Online Supplementary Material, Table S2, we also report the “pure” regression coefficients.
We estimated these causal effects for particular percentiles ($P_{0.05}$, $P_{0.5}$, $P_{0.95}$) of the moderating neighborhood conditions (see Tables 2, 4, and 5) and more continuously over the whole distribution of the neighborhood dimensions (see Figure 1). The neighborhood-specific differences of the causal effects (e.g. $CE_{0b-0a}$) finally depict the actual moderation effects—that is, they reflect whether victims with different scores on a neighborhood dimension differ in how strongly they are affected by victimization. For all main and moderation effects, we tested whether they were significantly different from null using an alpha level of 0.05 (depicted by bolded numbers in the tables).

### Results

In line with findings previously obtained with these data (Janssen et al., 2021), the current analysis indicates that violent victimization between T1 and T2 had a fear-inducing impact on average for all three fear of crime measures. However, this impact depended to some degree on whether a person reported having been victimized before (see Table 1). For all victims, violent victimization between T1 and T2 substantially increased feelings of being unsafe ($CE_{T2-only}$: 0.22; $CE_{T1+T2}$: 0.28) and worry about crime ($CE_{T2-only}$: 0.18; $CE_{T1+T2}$: 0.24). For example, re-victimization between T1 and T2 was estimated to increase the change in feeling unsafe from T1 to T2 by 0.28 standard deviations (all outcomes are z-standardized). Behavioral effects (i.e. on avoidance), instead, were only found among first-time victims—the individuals who had not reported a violent victimization in the two years before T1 ($CE_{T2-only}$: 0.27). In contrast, re-victimization had no impact on the avoidance behavior of individuals who had already reported victimization before T1 ($CE_{T1+T2}$: 0.02).

We now turn to our key effect estimates: the neighborhood-specific causal effects and their differences. These estimates indicate that concentrated disadvantage seems to be the neighborhood condition most decisive for the victimization effects (see Tables 2 and 6). Most (4 out of 6) of the moderation effects (i.e. the differences between the CEs) are clearly positive, indicating that victimization increased the fear of crime of individuals living in neighborhoods with higher levels of concentrated disadvantage more strongly, with the rest of the moderation estimates oscillating closely around zero.

The strongest moderation estimates suggest that neighborhood concentrated disadvantage shapes the effects on affective fear (“feel unsafe” and “worry”), particularly among individuals who had already experienced victimization before T1 (see Table 2, lower part). For these “experienced” victims, the fear-inducing impact of violent

<table>
<thead>
<tr>
<th>Violent victimization effects</th>
<th>Feel unsafe</th>
<th>Worry</th>
<th>Avoidance</th>
</tr>
</thead>
<tbody>
<tr>
<td>T2-only victims</td>
<td>0.22 [0.06]</td>
<td>0.18 [0.06]</td>
<td>0.27 [0.05]</td>
</tr>
<tr>
<td>T1+T2 victims</td>
<td>0.28 [0.07]</td>
<td>0.24 [0.07]</td>
<td>0.02 [0.06]</td>
</tr>
</tbody>
</table>

Note: Bold coefficients have: $p < .05$. CE: causal effect; SE: standard error; NH: neighborhood.
re-victimization is estimated to be moderate to strong if they live in more disadvantaged neighborhoods, while it loses its detrimental effect in more advantaged areas. In particular, victimization is estimated to increase feelings of unsafety and worry about crime by about 0.88 and 0.61 standard deviations, respectively, for individuals living in neighborhoods high in concentrated disadvantage (i.e. with a score at the 95%-percentile). It had, in contrast, barely any effect on those living in the least disadvantaged neighborhoods (5%-percentile; CE\_feel\_unsafe: −0.27; CE\_worry: −0.10). These differences in the victimization effects between neighborhoods low and high in concentrated disadvantage are substantial and statistically significant (difference\_feel\_unsafe: 1.15; difference\_worry: 0.71). These substantial moderation results are also depicted in Figure 1 over the whole concentrated disadvantage dimension (see black lines and surrounding gray ribbons). This figure also includes two density plots at the bottom showing the distributional overlap in concentrated disadvantage across individuals victimized at T1 and T2 (“treatment” group; solid line) and individuals only victimized at T1 (“control” group; dashed line). The plots indicate that the distributions overlap sufficiently in both groups, indicating that our effects estimates are not (or only to some small extent) based on extrapolation.

Plotting the average predicted changes in feeling unsafe and worrying about crime (see Figure 2) shows that the strong re-victimization impact among those living in highly disadvantaged neighborhoods comes about due to two processes. First, individuals from disadvantaged areas who had not been victimized again between T1 and T2 seemed to have reduced their affective fear of crime (see dashed lines, Figure 2, column 2). In contrast, the fear remained relatively stable (yet on a considerably lower level) among those from more advantaged neighborhoods (see dashed lines, Figure 2, column 1). Second, if individuals from disadvantaged areas had experienced a re-victimization between T1 and T2, the fear of crime increased even further (see solid lines, Figure 2, column 2), while this was not the case for those from less disadvantaged neighborhoods, whose fear remained on the same level between T1 and T2 (see solid lines, Figure 2, column 1). Thus, re-victimization among residents of

As our outcomes are z-standardized, the causal effects have a similar meaning to Cohen’s d (Lipsey & Wilson, 2001). Accordingly, we call effects strong if they have a value of about 0.8, moderate if the value is about 0.5, and weak if the value is about 0.2.

<table>
<thead>
<tr>
<th>Violent victimization effects</th>
<th>Feel unsafe</th>
<th>Worry</th>
<th>Avoidance</th>
</tr>
</thead>
<tbody>
<tr>
<td>T2-only victims</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low NH disadvantage</td>
<td>0.21</td>
<td>[0.12]</td>
<td>−0.01</td>
</tr>
<tr>
<td>Medium NH disadvantage</td>
<td>0.21</td>
<td>[0.06]</td>
<td>0.13</td>
</tr>
<tr>
<td>High NH disadvantage</td>
<td>0.22</td>
<td>[0.13]</td>
<td>0.38</td>
</tr>
<tr>
<td>Difference: High–Low</td>
<td>0.01</td>
<td>[0.22]</td>
<td>0.39</td>
</tr>
<tr>
<td>T1+T2 victims</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low NH disadvantage</td>
<td>−0.27</td>
<td>[0.15]</td>
<td>−0.10</td>
</tr>
<tr>
<td>Medium NH disadvantage</td>
<td>0.14</td>
<td>[0.08]</td>
<td>0.15</td>
</tr>
<tr>
<td>High NH disadvantage</td>
<td>0.88</td>
<td>[0.15]</td>
<td>0.61</td>
</tr>
<tr>
<td>Difference: High–Low</td>
<td>1.15</td>
<td>[0.27]</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Note: Low, medium, and high reflect 5-, 50-, and 95%-percentile values on the distribution of neighborhood concentrated disadvantage, respectively. Bold coefficients have: $p < .05$.

CE: causal effect; SE: standard error; NH: neighborhood.
disadvantaged neighborhoods may thwart the “recovery process” leading to reductions in fear (that otherwise seems to set in) after some time without victimization and even triggers further increases in affective fear.

Apart from the moderation effect, which is the main focus of our analysis, the prediction plots also illuminate the strong “main effect” of neighborhood concentrated disadvantage on fear levels in general; this effect is much more pronounced than that of the other investigated neighborhood conditions (see Table 3). On average, residents of disadvantaged neighborhoods report substantially more fear of crime (in particular, feeling unsafe in the neighborhood) than those from more advantaged areas, which is in line with previous research findings (e.g., Brunton-Smith & Sturgis, 2011; Camacho Doyle et al., 2022).

We now turn to the effects of the other neighborhood characteristics: crime rates and systematically observed disorder. Compared to concentrated disadvantage, these neighborhood conditions moderate the fear-related effects of victimization less strongly or not at all (see Tables 4 and 5). As one of the notable and statistically significant exceptions, the crime rate moderated the victimization impact on worry about crime.

Figure 1. Causal effect of violent victimization between T1 and T2 on (a) feeling unsafe and (b) worry about crime conditional on neighborhood concentrated disadvantage for individuals who already reported violent victimization before T1.

Note: The black lines and their gray ribbons reflect the main models’ effect estimates and 95% confidence intervals. The error bars depict the effect estimates and confidence intervals of sensitivity analyses, in which neighborhood concentrated disadvantage is split into quintiles (the x-axis values of the error bars reflect the mean in the specific quintile groups). The density plots at the bottom depict the distribution of concentrated disadvantage among T1-only victims (dashed line; the “control” group) and T1+T2 victims (solid line; the “treatment” group). The y-axis shown only reflects the values of the conditional victimization effects, while the plot does not include an additional y-axis for the density distribution of concentrated disadvantage.
among individuals who reported their first violent victimization between T1 and T2 (see Table 4). Victimization increased worry only (or particularly) among those who lived in neighborhoods with a low crime rate (5%-percentile; CE: 0.53). In contrast, for residents of more crime-ridden areas (95%-percentile), a victimization experience did not increase worry (CE = −0.01). Contrasting these effect estimates indicates that, for residents of areas with low crime rates, worry about crime was substantially more affected by victimization than the worry of their counterparts residing in neighborhoods with higher crime rates (difference: −0.54).

Similar to the crime rate, neighborhood disorder had only little impact on the victimization–fear link (see Table 5). The only statistically significant moderation effect was found for feelings of unsafety of individuals reporting violent victimization both in T1 and T2. If those individuals lived in neighborhoods with low disorder (5%-percentile), the effect of re-victimization was quite substantive (CE = 0.66). Individuals from neighborhoods with high disorder (95%-percentile), on the other hand, were not affected by a renewed violent victimization (CE = 0.01). Contrasting between the neighborhoods low and high in disorder shows that these victimization effects differ significantly (difference: −0.65).

The findings reported above all rest on the assumption that neighborhood conditions shape the victimization–fear link in a linear fashion. Since this is not necessarily the case (see Hainmueller et al., 2019), we conducted sensitivity analyses in which we introduced the variables representing neighborhood characteristics in a categorical fashion, using quintile groups with the lowest group as the reference category. This alternative model specification dispenses with the assumption of a linear moderation

<table>
<thead>
<tr>
<th>Table 3. Average marginal effects of neighborhood conditions.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Feel unsafe</td>
</tr>
<tr>
<td>---------------</td>
</tr>
<tr>
<td>NH disadvantage</td>
</tr>
<tr>
<td>NH crime rate</td>
</tr>
<tr>
<td>NH disorder</td>
</tr>
</tbody>
</table>

Note: Bold coefficients have: p < .05.
AME: average marginal effect; SE: standard error; NH: neighborhood.

<table>
<thead>
<tr>
<th>Table 4. Causal effects of T2 violent victimization by neighborhood crime rate.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Violent victimization effects</td>
</tr>
<tr>
<td>--------------------------------</td>
</tr>
<tr>
<td>T2-only victims</td>
</tr>
<tr>
<td>Low NH crime rate</td>
</tr>
<tr>
<td>Medium NH crime rate</td>
</tr>
<tr>
<td>High NH crime rate</td>
</tr>
<tr>
<td>Difference: High–Low</td>
</tr>
<tr>
<td>T1+T2 victims</td>
</tr>
<tr>
<td>Low NH crime rate</td>
</tr>
<tr>
<td>Medium NH crime rate</td>
</tr>
<tr>
<td>High NH crime rate</td>
</tr>
<tr>
<td>Difference: High–Low</td>
</tr>
</tbody>
</table>

Note: Low, medium, and high reflect 5-, 50-, and 95%-percentile values on the distribution of the neighborhood crime rate, respectively. Bold coefficients have: p < .05.
CE: causal effect; SE: standard error; NH: neighborhood.
and allows for non-linear moderation effects. The results do in fact question the linearity assumption and instead suggest a threshold for the moderating effects of concentrated disadvantage. The error bars in Figure 1 represent the estimated effects of all quintiles of neighborhood social disadvantage and show that the fear-inducing effect of re-victimization was distinctly stronger in the highest quintile of concentrated disadvantage compared to the much smaller and non-significant effects in all four other quintiles (cf. Online Supplementary Material, Table S11). This finding could indicate that concentrated disadvantage starts to amplify the fear-related consequences of victimization only beyond a certain level (i.e. only among individuals who live in neighborhoods with a percentage of welfare recipients starting around 30%). While threshold effects of concentrated disadvantage on various outcomes have long been a focal interest of research on neighborhood effects, findings have been rather
inconclusive, in particular in European countries (Crane, 1991; de Courson et al., 2023; Galster, 2014; Hipp & Yates, 2011).

For the neighborhood crime rate (but not for disorder), the alternative model specification furthermore leads to more consistent moderation effects than found in the main analysis (see Online Supplementary Material, Tables S12–S14). These effect estimates indicate that (first-time) victimization increased fear of crime substantially only among individuals living in the neighborhoods with the lowest crime rates. For residents of more crime-ridden neighborhoods, in contrast, victimization had no substantial fear-inducing impact.

**Discussion**

Using panel survey data from two German cities, we analyzed whether neighborhood conditions moderate the impact of (violent) victimization on three components of fear of crime. Our study adds to the scarce empirical research exploring heterogeneous victimization effects by modeling within-person changes. Focusing on the role of urban neighborhoods, this is, to our knowledge, the first *longitudinal* study to explore how various facets of ecological adversity (concentrated disadvantage, crime, and disorder) moderate victimization effects on fear of crime. It is also the first to examine the moderating effects of *concentrated disadvantage*—a neighborhood dimension overlooked by previous cross-sectional studies investigating the heterogeneous impact

### Table 5. Causal effects of T2 violent victimization by neighborhood disorder.

<table>
<thead>
<tr>
<th>Violent victimization effects</th>
<th>Feel unsafe</th>
<th>Worry</th>
<th>Avoidance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CE</td>
<td>SE</td>
<td>CE</td>
</tr>
<tr>
<td>T2-only victims</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low NH disorder</td>
<td>0.13</td>
<td>[0.14]</td>
<td>0.24</td>
</tr>
<tr>
<td>Medium NH disorder</td>
<td>0.20</td>
<td>[0.06]</td>
<td>0.18</td>
</tr>
<tr>
<td>High NH disorder</td>
<td>0.28</td>
<td>[0.12]</td>
<td>0.11</td>
</tr>
<tr>
<td>Difference: High–Low</td>
<td>0.15</td>
<td>[0.24]</td>
<td>−0.12</td>
</tr>
<tr>
<td>T1+T2 victims</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low NH disorder</td>
<td>0.66</td>
<td>[0.17]</td>
<td>0.42</td>
</tr>
<tr>
<td>Medium NH disorder</td>
<td>0.37</td>
<td>[0.08]</td>
<td>0.29</td>
</tr>
<tr>
<td>High NH disorder</td>
<td>0.01</td>
<td>[0.13]</td>
<td>0.14</td>
</tr>
<tr>
<td>Difference: High–Low</td>
<td>−0.65</td>
<td>[0.27]</td>
<td>−0.28</td>
</tr>
</tbody>
</table>

Note: Low, medium, and high reflect 5-, 50-, and 95%-percentile values on the distribution of the neighborhood disorder, respectively. Bold coefficients have: \( p < .05 \).

**Table 6. Summary—moderation of victimization effects by neighborhood conditions.**

<table>
<thead>
<tr>
<th>Disadvantage</th>
<th>Crime rate</th>
<th>Disorder</th>
</tr>
</thead>
<tbody>
<tr>
<td>T2-only victim</td>
<td>T1 + T2 victim</td>
<td>T2-only victim</td>
</tr>
<tr>
<td>Feel unsafe</td>
<td>+</td>
<td>−</td>
</tr>
<tr>
<td>Worry</td>
<td>+</td>
<td>−</td>
</tr>
<tr>
<td>Avoidance</td>
<td>(+)</td>
<td>−</td>
</tr>
</tbody>
</table>

Note: For the gray +/– in brackets, moderation results are significant at the level: \( p < .10 \), while the black unbracketed symbols represent results significant at the level: \( p < .05 \).

+: victimization effect stronger in neighborhoods high in respective condition; −: victimization effect stronger in neighborhoods low in respective condition.
of neighborhoods on the victimization–fear link. The current study, thus, addresses some of the limitations that have plagued previous cross-sectional research.

Applying random effects modeling with various interaction terms, our analyses produced the following key findings: First, in line with previous longitudinal research (e.g. Janssen et al., 2021; Mahuteau & Zhu, 2016; Skogan, 1987), our estimates suggest that violent victimization increases fear of crime on average, measured by both affective and behavioral indicators. While the affective components of fear of crime (feeling unsafe, worry about crime) were similarly elevated in respondents who became either first-time victims after the first wave (T2-only victims) or else reported repeated victimization experiences (T1+T2 victims), an increase in avoidance behavior was only observed in respondents who reported their first violent victimization after T1 (T2-only victims). It seems that only “novice” victims of violence become more cautious, while more “experienced” victims do not increase their avoidance behavior further (but still become more fearful) after a re-victimization. This finding could reflect that individuals use protective behavior as a coping mechanism to deal with first-time victimization. However, if individuals become victims repeatedly, they may be frustrated about their failure to protect themselves and put little hope in even more cautious behavior (see Janoff-Bulman & Frieze, 1983). This differential behavioral effect of victimization depending on victimization history is a novel finding in the longitudinal research on the victimization–fear link. Before, only a few longitudinal studies had analyzed similar differential effects on affective fear. They produced mixed evidence on whether those with more or less victimization experience showed more substantial increases in fear of crime after current victimization (Russo & Roccato, 2010; Scherg & Ejrnæs, 2022).

Second, our analysis yielded mixed results regarding our key hypotheses on how neighborhood conditions moderate the fear-inducing impact of victimization. Among the neighborhood conditions, concentrated disadvantage turned out to have the strongest moderation effects on the victimization–fear link, as well as the strongest neighborhood-level association with fear. Yet, no consistent pattern of moderation effects extending to other neighborhood conditions (disorder and crime) in support of one hypothesis over the other emerged. Instead, our models indicate that the neighborhood conditions under investigation shaped the victimization–fear link in different directions or had no or only little moderating force (see Table 6 for a summary).

In more detail, all significant moderation effects of concentrated disadvantage support hypothesis H1: Residents of more disadvantaged neighborhoods become more fearful of crime after violent victimization, with the strongest moderation effect for those who had already been victims before T1. In contrast, a (re-)victimization had little effect on the fear of residents of better-off neighborhoods. An alternative model specification of concentrated disadvantage as a categorial variable suggested a non-linear moderation effect, with victimization showing a distinctly stronger effect in the highest quintile of disadvantaged neighborhoods than in all other neighborhoods. We cautiously interpret this finding as a possible threshold effect of neighborhood disadvantage on the victimization–fear link; yet, considering

---

8Brunton-Smith and Sturgis (2011) are exceptional in including neighborhood disadvantage indicators; however, they did not report how these indicators moderated the victimization–fear link.
the dearth of research in this field, more studies are needed before one can come to a definite conclusion. This also applies to the question as to which perceptual processes and social mechanisms involving the neighborhood level (such as stigma, reputation, or lack of trust and cohesion) may account for the effects (Pepper & Nettle, 2017; Ross et al., 2001; Sampson, 2009). Nevertheless, the relatively strong moderation effects together with the likewise strong “main effect” of concentrated disadvantage on neighborhood levels of fear lend support to the cumulative disadvantage hypothesis and tie into a large stream of research on urban inequalities and the negative consequences on the well-being of living in concentrated disadvantage (Massey, 2016; Sampson, 2012). We regard it as an important take-away of this study that concentrated disadvantage should be considered not only as a relevant predictor of fear of crime but also as a potentially strong moderator of the victimization–fear link.

In contrast to concentrated disadvantage, our main analyses indicate that neighborhood crime rates and systematically observed disorder had little impact on the victimization–fear link. Most moderation estimates were statistically insignificant (10 out of 12) and typically smaller than those for concentrated disadvantage. The few significant estimates point in the opposite direction of the moderation results obtained for the disadvantage dimension. That is, individuals from less crime-ridden or disordered neighborhoods seem to have increased their affective fear of crime more strongly than individuals from more crime-ridden or disordered neighborhoods. This lack of moderating power of the level of crime and disorder in neighborhoods aligns well with the rather mixed and often insignificant findings on these dimensions produced by previous research (e.g. Brunton-Smith & Sturgis, 2011; Jing et al., 2021; Roccato et al., 2011; Wilcox Rountree & Land, 1996a, 1996b), and in particular the contested role of disorder (Janssen et al., 2022; O’Brien et al., 2019). This finding contradicts the disorder highlighting hypothesis—at least with regard to independently observed signs of disorder (but not with regard to disadvantage cues)—which assumes that residents become more sensitive toward disorder after victimization experiences.

In light of these overall mixed results, we succeeded only partially in evaluating the four perspectives introduced in the theoretical section. While the results for the neighborhood concentrated disadvantage condition seem overall supportive of hypothesis H₁ and thus may be read as evidence in favor of the cumulative disadvantage thesis, the results of the other neighborhood conditions provide some contradicting support and mostly suggest that victimization effects are relatively homogenous.

Despite its strength in design, the current study has some limitations. First, it is like most research on heterogenous effects hampered by relatively low statistical power (see Skogan, 1987). Despite a fairly large sample size and rather large variation in neighborhood conditions, our highly interactional analyses could only detect moderation effects that are at least moderate in size. Second, our sample is affected by panel attrition. This attrition could bias our effect estimates if systematically related to the key concepts of victimization, fear of crime, and neighborhood conditions (Enders, 2013). However, we think that a substantial bias is unlikely because T1 measures of victimization were not strongly related to attrition (see Online
Third, our victimization measure is relatively coarse, including victimizations in the last 18 months, without any information on the exact timing of the event. This rather long period could diminish our victimization (and moderation) effect estimates, as previous research has shown that the psychological consequences of victimization are often relatively short-lived (Mahuteau & Zhu, 2016; Russo & Roccato, 2010) and adaption quite imminent (Janssen et al., 2021). Fourth, and relatedly, we study a rather broad measure of violent victimization, including crimes as diverse as physical assault, sexual assault, and provocation or harassment. Such an inclusive measure, however, may blur the effect of victimization, which is probably more crime-specific, with more severe crimes typically having stronger effects (see Abbott & McGrath, 2017; Chadee et al., 2020; Shapland & Hall, 2007), which may go along with larger moderation effects. Fifth, it was repeatedly shown that the frequency of victimization in a specific period is essential for its effect size (e.g. Janssen et al., 2021; Skogan, 1987). Although our survey data provide such frequency (repeat victimization) information, we refrained from reporting the results produced with these data since they suffer (even) more severely in terms of statistical power (but see Online Supplementary Material, Tables S15–S18). Sixth, our findings for avoidance behavior might be affected by reverse causality (see Braakmann, 2012), because it is, other than the other two outcomes, measured retrospectively (over the last year) and thus overlaps temporally with the victimization measure (over last 18 months). Our estimates might thus reflect a mixture of the actual impact of victimization on behavior and the reverse effects of behavior on victimization. It is difficult to know in what direction such reverse causality influences our findings, given that research on the impact of avoidance behavior on victimization is sparse (e.g. Miethe et al., 1990; Norris & Kaniasty, 1992). Seventh, the parallel trend assumption of our panel models does not necessarily hold. The change (trend) in fear of crime of non-victims may not accurately mirror the (counterfactual) change of fear in victims if these would not have been victimized. If these trends indeed differ, for example, due to some unmeasured differences between victims and non-victims, our estimates will be biased (Gangl, 2022). Finally, the comparison of victimization effects across neighborhoods may not reflect pure contextual moderation. Rather, it may also capture that individuals with different (unmeasured) coping-related social and psychological characteristics select into different areas (Sharkey & Faber, 2014).

Overall, the current study, which is the first longitudinal analysis on whether and how neighborhood conditions may moderate the impact of victimization on fear of crime, produced mixed results. While individuals from more disadvantaged neighborhoods tend to increase their fear of crime more strongly after violent victimization than individuals living in more advantaged areas, with hints at a threshold effect at the top end of concentrated disadvantage, other neighborhood conditions that are often assumed to activate fear—disorder and crime—seem to have less moderation power or moderate the victimization effects in the opposite direction. More longitudinal research is needed to elucidate the processes that can explain how collective neighborhood conditions—and here especially, concentrated disadvantage—contribute to residents’ insecurity perceptions.
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