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1 Introduction

Itis almost a commonplace that word order in the midfield ofr@an clauses
is flexible. Although statements to this effect do not clammatt“anything

goes” (cf. Eisenberg (1994, Ch. 12); Rambow (1994); M{(1€99)), they
suggest that word order variability in German clauses isiclamably greater
than, for example, in Dutch and English ones. The followhgé constraints
on the ordering of argument NPs have figured prominently énlitiguistic

and psycholinguistic literature (cf. Uszkoreit (1987)cR@ann et al. (1996),
Keller (2000)):

C1: Pronominak Non—pronominal

C2: Nominative< Non—nominative, and

C3: Dative< Accusative

(where “<” means “precedes”).

Recently, intuitions about word order in German have beebqu in a
systematic fashion by Keller (2000). From linguisticallptiained native
speakers he elicited “graded grammaticality” judgments aiinovel tech-
nigue based on the psychophysical method of Magnitude Bstm (Bard
et al. 1996). In one of his experiments, he determined tlemgths of C1,
C2 and C3in ditransitive subordinate clauses. None of tfeettprecedence”
constraints turned out to be “absolute” in the sense that ¥iwation gave
rise to extremely low acceptability/grammaticality judgmts (as low as vi-
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olation of the absolute verb—final constraint in subordinguses did). In
fact, Keller found C1 and C2 to have about equal strength antd to be
considerably stronger than C3, which was very weak.

If linear order constraints such as C1 through C3 and thdative
strengths are “psychologically real”, they are expecteaffiect the lineariza-
tion of argument NPs in actual language performance, i.englspeaking
and writing. More precisely, they yield predictions comirg the relative
frequencies of argument orderings in written and spokets té&or example:

e Linear orders that agree with a given constraint will be nfeequent
than orders violating it.

e Stronger constraints will give rise to a lower proportionvaslations
than weak constraints.

e Orders that violate more than one constraint will be raranttiola-
tions of single constraints.

In earlier work (Kempen and Harbusch 2003), we verified thi ap-
proach is viable in principle. We hypothesized that thensjtie of a prece-
dence constraint reflects the likelihood that it would altyuae respected in
the course of the incremental production of a sentence. @rb#sis, and
with a somewhat different set of precedence constraints it above, we
developed a probabilistic model that predicts relativediencies of occur-
rence of argument NP orderings in real texts. We assumetigfumore, that
the predicted frequency of an argument ordering correspalirectly to its
rated grammaticality. The model we thus obtained yieldedtisfactory fit
with Keller’s ratings.

However, this proof of concept hinges on the assumption dbseccor-
respondence between frequency and rated grammaticalitynoArequency
counts are available of argument NP orderings in clausebeoame type
as those presented to the participants in Keller's experispave decided to
supply this want. In the course of this corpus work, a systientliscrepancy
emerged between the frequency counts and the grammaticatiihgs. \We
had expected argument orderings in the middle range of trmmaticality
spectrum to occur in the corpus with moderate frequenciesthey were
conspicuously absent. The level of flexibility emergingnfrthe frequency
counts thus was considerably lower than grammaticalitgfjoents suggest.
The discovery of this frequency—grammaticality discreyaspawned the in-
vestigation we report here.
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Preview. The frequency counts of argument NP orderings in subordi-

nate clauses of written as well as spoken corpora are pessanSection 2.
In Section 3, we propose a rather restrictiypgoduction—based lineariza-
tion rule” that models the actually occurring, high—grammaticalitgdes-

ings. Section 4 extends the corpus study to main clause® iwtitten cor-

pora and verifies that the rule holds there as well. Subsdlgu&ection 5
confronts the frequency counts with Keller's (2000) gradeammaticality
ratings and shows that the latter license more word ordedém than the
former. Section 6 proposes a theoretical account of therebddrequency—
grammaticality discrepancy. Section 7 introduces a reaggument order-
ing model in the linguistic literature (Muller (1999)) wdhi is almost equally
strict as our linearization rule although entirely based@mmaticality judg-
ments, and explains why it does not square well with Kelléat. Section 8,
finally, summarizes the line of reasoning.

2 The corpus study

We conducted a corpus study into the frequencies of linadarerof pronom-
inal and non—pronominal Subjed, (hominative), Indirect Object (dative)

and Direct Object@®, accusative) NPs in German subordinate clauses. These

clause types include those used by Keller (2000) in his graficality rating
studies. We needed these data in order to determine to wiaattexaded
grammaticality ratings are mirrored by the frequency ofuargnt ordering
patterns in sentence materials generated outside theatabpr\We sought an
answer to this question in written as well as spoken texts.

2.1 Written language: The NEGRA-II and TIGER treebanks
2.1.1 Method

Recently, the NEGRA-II (Skut et al. 1997) and TIGER corpdBaafts
et al. 2002) have become available — German treebanks tiethier contain
about 60,000 newspaper sentences annotated in full signdetail. The data
we report here have been aggregated over both corpora.

Using version 2.1 of TIGERSearch (Konig and Lezius 200@ extracted
all finite clauses introduced by a subordinating conjumcimd containing
an S,l) and/or and $,0 pair, possibly with an additional,Q) pair (with
the members of a pair occurring in any order). As for ternogg| clauses
containing only an$,l) pair are labeledntransitive; clauses with only an
(S,0 pair aremondransitive; a clause with arg(Q as well as anl(O) pair
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is ditransitive; both latter types of clauses are called tramsitWe found
2578 monotransitive, 287 intransitive, and 199 ditramsiSubclauses meet-
ing the requirements (3064 sentences in all). We distimgaissix types of
NPs: three pronominal (labele&g Ip, Op) and three non—pronominal or
“full” ( S I, O). An NP is pronominal iff it consists of a personal or a reflexi
pronoun. Because a clause contains at most one token of é#uoh three
types of grammatical function, there are 12 possilrierdered pairof NPs:
three combinations of grammatical function$.fj, (S,O and (,0)) times
four combinations of NP shapes (all pronominal, one memiérthe other
member full, all full). For each of these, we determined tiegjfiency of the
two possible orderings (i.e., of 24dered pair3. For additional methodolog-
ical details, we refer to Kempen and Harbusch (2004a).

2.1.2 Results
There were 3462 ordered pairs: one from each mono- or intikenslause;

three from every ditransitive clause (Table 1).

Table 1: Frequency of the 24 ordered pairs of argument NPghiardinate
clauses extracted from the NEGRA-II and TIGER corpora. Bagr&y cells
represent syntactically inadmissible constituent pairs.

Second NP
Sp | Op | Ip S i o | ow
Sp 146 49 72| 654 | 921
Op 0 51 302| 23 330
_ Ip 0 0 89 93 | 182
First NP =5 195| 41 182 | 1476 | 1894
| 0 2 53 67 [ 122
0 0 0 2 9 13
Total 0| 343 95| 448| 286| 2290 3462

What immediately strikes is the high proportion of (almast)pty cells.
This suggests a level of flexibility that is not very high. Toelering of
the pronominal constituents is invarial®p—Op—Ip, andSis the only full
NP that may precede a pronominal NP. Variability within fNIPs is some-
what greater: Whil&s—I—O is the predominant order, inversions do occur
regularly. Closer inspection of the data reveals, howewet, the inverted
orderl—Sis restricted to clauses with intransitive verbs (more isedyg, to
“experiencer—object” verbs as oass [dem Jungep][etwas]g widerfahrt;
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that [the boy] something happens—to; 'that something happe the boy’),
and that the sequen€—I only occurs as standard order licensed by special
ditransitive verbs (cfljemandenpy [einer Prufung], unterziehensomeone
[a test] subject—to; 'subject someone to a test’). See @eétifor additional
data.

Before going into the reasons for the restricted varighilte need to
assess whether it generalizes to other text types.

2.2 Spoken language: The VERBMOBIL dialogue corpus

The NEGRA-II and TIGER corpora consist entirely of writteewspaper
texts. Probably, these texts have been heavily edited hoeuiand editors.
In the course of this process, many argument orderings thhbdied low—
frequency patterns may have been eliminated and replacatldmatives in
the high—frequency range. We therefore deemed it necessaxyplore a text
type that has undergone no off-line editing. The VERBMOBGUtrps of
spoken dialogues (Burger et al. 2000) lended itself very wgehis purpose.

2.2.1 Method

Having extracted all relevant subordinate clauses fronrémescribed VERB-
MOBIL dialogues! we classified the grammatical functior® (, O by hand.

2.2.2 Results

We found 2711 monotransitive, 296 intransitive, and 16Badgitive subor-
dinate clauses meeting the requirements (3175 clausd}.iSeé Table 2 for
the 3511 ordered argument pairs. Section 5 gives additabetails.

Inspection of Table 2 shows that the frequency pattern ig sinilar to
that in Table 1. The number of empty or almost empty cells &ragather
high, and they occupy the same positions in the two Tables.ctlelude
that limited flexibility of argument NP orderings is a ratheidespread phe-
nomenon occurring in spoken as well as written language.

In the next Section, we propose a linearization rule thathigsobserved
pattern rather accurately.

3 A production—-based linearization rule

The frequency data can be accounted for by the rather &mictluction—
based linearization rule”in Figure 12 To each individual argument NP,
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Table 2: Frequency of the 24 ordered pairs of argument NPgliardinate
clauses extracted from the VERBMOBIL corpus. Dark—graysagpresent
syntactically inadmissible constituent pairs.

Second NP Total
Sp Op Ip S I @)
Sp 687 263 7| 2003| 2960
Op 2 4 40 1 47
. Ip 0 2 174 151 | 327
FirstNP =g 13| 18 2| 132| 165
I 0 0 0 4 4
O 1 5 1 1 8
Total 3 702 290 215 11| 2290 3511
Sp — Op — Ip — S — I — O
Clause type: Transitive Intransitive Ditransitive

Figure 1: “Production—based linearization rule” repréisgnthe linearization
options observed in the written and spoken corpora in ctabsaded by a
mono-, di—, or intransitive head verb. Transitive clausetude both mono-—
and ditransitive ones.

the rule assigns a standard (“primary”) position amonglassemates. The
pronominal NPs have a fixed position in the anterior regiomioffield. (This
region is traditionally called “Wackernagel position”. h@ primary position
of full NPs is posterior to that of the pronouns. However,lefdl NP has
an additional “secondary”, more anterior placement optiwhich is indi-
cated by the labeled arrows. This “freedom in restraint’dsditional upon
mono-, di—, or intransitivity of the head verb. Mild conaegiitfactors such
as animacy (Kempen and Harbusch 2004a), definiteness (R0@D); Kem-
pen and Harbusch (2004b)) and referential ease (yieldigit"l NPs; cf.
Hawkins (2004); Wasow (2002); Kempen and Harbusch (200ztgple full
argument NPs to occupy the more leftward position.

Of the 6239 written and spoken subordinate clauses exttdoten the
corpora, only 17 exemplars violate the production—basésl (u27%). We
list these exceptionis extensdn Table 3.
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Table 3: Exceptions to the production—based linearizatiole in the
NEGRA-II, TIGER, and VERBMOBIL corpora. The source of each
clause has been added to the reference number (N=NEGRA-TIGER,
V=VERBMOBIL).

Monotransives
(1-N) da[diese Aufgabe][der Landrat} selbst Ubernehmen wolle
(2-T) Seit [das} [die Arzte]s in der Heimat wissen
(3-T) sofern [dies) [eine der Seiterjwiinscht
(4-T) Wenn [Freund wie Feind]nun [eine Frage]bewegte
(5-V) weil [dash ja [die Firmak tragt, die Kosten
(6-V) weil [den Totensonntag][ich]spnicht fir sehr geeignet halte
(7-V) nachdem [sichjp [es]spja nur um eine kurze Besprechung handelt

(8-V) weil [sich]op [es]spum ein funftagiges Arbeitstreffen handelt
Ditransives

(9-T) Wenn [erkp[der Pest] nicht schleunig [ung]p entreil3t
(10-T) daR [es]p[den Menscher] [sich]i, selbst entfremde
(11-V) damit [wir]sp[den Flugh [uns]p danach einrichten kdnnen
(12-V) daB [wirkpvielleicht auch [ein paar Sehenswirdigkeitgfins], anschauen
(13-V) daB [wirkp[die achtunddreiRigste Wochg]uns], dafir ausgucken
(14-V) daB [wirkp[Donnerstag vormittag] einfach [uns], vornehmen
(15-V) wenn [wirlspschon [so vielp [uns], anschauen
(16-V) wenn [ichkp[mir]p [eslop SO recht iiberlege
(17-V) wenn [Sie}p[uns]p [sie]op zuschicken kdnnten
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4 Generalizing the production—based linearization rule tomain
clauses

If the production—based rule really determines the orderrgfiment NPs in
the midfield, it should generalize tmain clauses with inversion of Subject
and finite verb In order to test this prediction, we checked the ordering pa
terns in mono— and ditransitive main clauses in the NEGRArH TIGER
treebanks. We found 5025 ordered pairs: one from each monoitran-
sitive clause; three from every ditransitive clause. Camspa of Tables 4
and 1 reveals a very similar frequency distribution overdiis.

The most salient exceptions the linearization rule invaxtaposed full
Subject NPs. We found 20 (out of 50283}-Spairs, which is somewhat higher
than in the subordinate clauses (4 out of 3462 pairs). Inlaigportion of
these cases, the Subject NP is extremely long. An example:

e FUr die neue Konzertsaison, die am 25. September begimnt, e
warten [das Publikung] wieder feinige Hbhepunkte, die der musikalis-
che Leiter der Konzerte, Michael Schneider, unter genaw@ga¥en
zusammengestellt Hat

This also applies to four rule—-violatinQp—I-Smain clauses (see the corre-
sponding bar in the bottom panel of Figure 3 below). This is ofithem:

e Hier bot [sichp [den sechs bis 12jahriggn]die Gelegenheit, die
groBen Disenflugzeuge auf dem Rollfeld zu beobachten und die
Flughafenfeuerwehr zu besuchen

We assume that these orderings are due to the overridingmnuuof “end
weight” (cf. Hawkins (2004); Wasow (2002)). Whether theg aral excep-

tions is disputable, though, because extraposed condtadten end up in
the endfield of a clause. In the absence of a nonfinite verbatipgthe mid-
field from the endfield (“rechte Satzklammer”), one cannibtitkich field the

extraposed constituent has selected.

In sum, the NEGRA-II and TIGER data justify generalizatiohtloe
production—based linearization rule to argument orderimgmain clauses.
The fact that clauses independently selected from the ttogmra appear to
respect the rule, may reinforce thrust in it and weigh upraiahe disadvan-
tage of the relatively small corpus sizes.
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Table 4: Frequency of the 24 ordered pairs of argument NPeimidfield of
main clauses extracted from the NEGRA-II and TIGER corpbark—gray
cells represent syntactically inadmissible constituetitsp

Second NP Total
Sp Op Ip S I O
Sp 153 59 118 937 [ 1267
Op 0 4] 894 16 914
_ p 0 2 171 99 | 272
FirstNP =g 37 19 201 | 2134 2391
| 0 0 79 75| 154
o 0 0 20 7 27
Total 0 192 82| 1164| 342| 3245|5025

5 Comparing grammaticality judgments and frequency data

In his Experiment 6, Keller (2000) elicited grammaticalititings for ditran-
sitives subordinate clauses where at most one constitsipnbmominal. This
yields four (what we will call) “families” of ditransitive lauses: one family
with all NPs full (S,1,0 and three families with one pronominal NB(!1,0,
(S,Ip,Q and 6,1,0p). Each member of a family represents one possible or-
dering of the NPs. Hence, every ditransitive family comgsisix members
(i.e., six argument permutations). Experiment 10 dealbhwibnotransitive
subordinate clauses, but here b&handO could be pronominal. Thus there
are four monotransitive families —S(O), (Sp,Q, (S,0p and &p,0p — with
two members each. It is important to keep the clause fanskgmrate be-
cause a family represents a unique combination of gramaidtinctions
and (non-)pronominal NP shapes. This allows a view of lineder prefer-
ences uncontaminated by production factors that conteottivice between
a pronominal or non-pronominal NP shape.

The ratings for the ditransitive clause families are showrFigures 2
and 3, together with the corresponding corpus frequenEigsire 4 displays
ratings and frequencies for the monotransitive familiese §grammaticality
ratings of the NP orderings decrease from left to right. (€kact values are
listed in the third column of Tables 5 and6.)

The Figures reveal a substantial correlation between tamigpaticality
rating and the corpus frequency of the members of a clausiéyfam all
mono— and ditransitive clause families, the most frequeainivers are the
ones that received the highest ratings; and members wiHaerratings are
absent from the corpus. However, quite a few orderings tieateded at least
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average in grammatical quality, also have zero corpus é&ecgjes. Consider,
in particular, the ditransitives to the immediate rightlud thick vertical lines
in Figures 2 and 3. In other wordihe grammaticality judgments tend to be
more lenient than the corpus data.

In the next Section we propose an explanation for this disarey.

6 Severity of rule violation affects corpus frequencies angram-
maticality ratings differently

Let us assume that the internal grammar of native speake@ewnfan in-
cludes our production—based linearization rule — in otherds, that the
rule is “psychologically real”. This implies that under nual conditions the
grammatical encoding mechanisms operative in these speakdéserman
will function according to this rule, and sentences viaolgtit will rarely oc-

cur. When performing the grammaticality judgment task aatecting an
argument ordering that conflicts with the rule, the infortsaran react in two
different ways:

e They reject any ill-formed linear order and assign the sammegram-
maticality score to all clauses embodying a deviant order.

e Toill-formed clauses they assign a grammaticality scoraroensurate
with the severity of rule violation, i.e. with number andisesness of
the deviations.

In the latter case, the grammaticality score an argumerdraogteives is
predicted to be a function of th&milarity between this order and the or-
der(s) licensed by the production—based linearizatiore.rith order to eval-
uate the viability of this hypothesis, we derived from it enple similarity
metric. Arguments that prefer an early position in the aleare the Subject
NP (full or pronominal) and the pronominal NPs. Mono— andadiisitive or-
derings where these constituents indeed occupy earlyigsiare therefore
more similar to the rule than orderings where these comstituhave moved
to the right. Calculation of the average ranking number ef $lubject and
pronominal NPs in an argument ordering yields an “antdyidrcore for
each member of a family of clauses. We predict high negatweetations
between anteriority and grammaticality: the lower the aotity score of an
ordering (that is, Subject and pronominal NPs in early pws#), the higher
the grammaticality score. Anteriority values can be caltad for both the
mono- and the ditransitive clauses.



14 Gerard Kempen and Karin Harbusch

Comparison of the resulting scores with the grammaticalityngs for
each member of a family of clauses — see Table 5 and Table Gmosl 2
and 8 — exhibits a high rank correlation. In only one case kexhin gray),
the rank orders are reversed.

Table 5: Predicting the grammaticality ratings for ditiéime clauses.
Columns 2 and 3: grammaticality values and their rank orfitem( Keller's
Experiment 6). Columns 4 and 5: corpus frequencies. Colunasd 7:
anteriority ranks. Column 8: anteriority score (mean rank)

Ordering Grammaticality Frequency Anteriority ranks

pattern rank | judgment| written | spoken| subject| pronoun| mean
S-1-0 1 .2083 54 0 1 - 1
S—-0-I 2 .0994 5 0 1 - 1
|-S-0 3 -.0716 0 0 2 - 2
O—-S-I 4 -.2038 0 0 2 - 2
|I-O0-S 5 -.2667 0 0 3 - 3
O-1-S 6 -.2736 0 0 3 - 3
Sp—0O-—1I 1 1519 4 1 - 1 1
Sp—-1-0 2 .1386 13 4 - 1 1
| -Sp-0O 3 -.1463 0 0 - 2 2
O—Sp-1I 4 -.2081 0 0 - 2 2
| -O—-Sp 5 -.2936 0 0 - 3 3
O-1-Sp 6 -.3471 0 0 - 3 3
S—Ip-0 1 1471 30 6 1 2 15
Ip—S-0 2 1144 29 4 2 1 15
S—-0O-Ip 3 -.0516 0 0 1 3 2
O—Ip-S 4 -.2164 0 0 3 2 25
Ip—0O-S 5 -.2612 0 0 3 1 2
O-S-Ip 6 -.2810 0 0 2 3 2.5
S—Op-| 1 .1938 3 1 1 2 15
Op—S-| 2 1235 12 0 2 1 15
S—-1-0p 3 -.1876 0 0 1 3 2
Op-—1-S 4 -.2247 0 0 3 1 2
| -S—0Op 5 -.2694 0 0 2 3 25
| -Op-S 6 -.3550 0 0 3 2 25

We conclude that the average similarity between to—be-gddggument
orderings and orderings licensed by the production—badeds a good pre-
dictor of the grammaticality ratings. Stated differentlye grammaticality
ratings appear sensitive to the number and seriousnessoti#ticins of the
rule. Argument orderings that embody mild violations of the yuleceive
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Table 6: Predicting the grammaticality ratings for monositive clauses.
Columns 2 and 3: grammaticality values and their rank orfilem( Keller's

Experiment 10). Column 4 and 5: corpus frequencies. Coluénasd 7:
anteriority ranks. Column 8: anteriority score (mean rank)

Ordering || Grammaticality Frequency Anteriority ranks

pattern rank | judgment| written | spoken| subject| pronoun| mean
S-0 1 .3818| 1358 122 1 - 1
O0-S 2 .1078 4 1 2 - 2
Sp-O 1 4180 603 1852 1 1 1
O-Sp 2 -.0887 0 1 2 2 2
S—0Op 1 .2482 189 12 1 2 15
Op-S 2 2412 290 40 2 1 15
Sp—Op 1 .3024 134 681 1 1 1
Op—Sp 2 -.1071 0 2 2 1| 15

medium-range grammaticality scores due to this sengititit are virtually
absent from the corpora because the grammatical encodiegamism in
speakers/writers does not (or hardly ever) produce them.

7 Graded grammaticality versus “graded ungrammaticality”

In the foregoing we have tried to model the data we extraatea the spo-
ken and written corpora as faithfully and concisely as fssiwith the
“production—based linearization rule” as the central oote. We arrived
at this rule independently from Muller’'s (1999) system afral order con-
straints which resembles ours in many respects. The fallgwroperties of
his model represent points of similarity:

e The midfield includes an early region where only pronomingua
ments can go — the so—called Wackernagel position.

e Pronouns in the Wackernagel position do not scramble (heir, order
is fixed).

e Full NPs occupy a region posterior to the Wackernagel positi
¢ In the posterior region, scrambling is allowed.

e Ofthe full NPs, only the Subject is allowed to precede the ki#atagel
position.
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There are only a few differences:

e A full Subject that precedes one or more pronominal NPs dseqd to
the left of the Wackernagel position, whereas in our ruleggto the
same position as pronominal Subjects.

e Scrambling of full NPs is slightly more liberal in Mullerimodel. For
example, full Direct Objects may precede full Subjects ia pgost-
Wackernagel region.

The similarity between the two rule systems is surprisingage the empir-
ical evidence Miuller adduces in support of his model is motdpction— or
corpus—based but consists entirely of grammaticality joelgts. Given the
frequency—grammaticality discrepancies we observedegbmwe would ex-
pect a rather poor fit between a model based on judgments anblazed on
production data. Keller (2000), too, notes that his ratiaugsat variance with
Muller's model. So, how to account for the convergence gberformance—
based” and a “competence—based” linearization component?

Our answer presupposes that, somewhere on the gramntgtiaditin-
uum ranging from “perfectly well-formed” to “seriously-iormed”, there
is a critical value called the “production threshold”. Saattc structures
with grammaticality values above this threshold will ocaurcorpora with
moderate—to—high frequencies. Structures whose grarmetigtiscores lie
slightly above or slightly below the production thresholdll have zero or,
at best, very low frequencies — they are “marked”. Structusith even
lower grammaticality ratings are only delivered in case ofi@functioning
production mechanism or deliberate output distortion.

The argument orderings licensed by our linearization rulbyoMuller’s
grammar presumably have grammaticality values that extieedgroduc-
tion threshold or are in its vicinity; they all represent warked or marked
cases. Our performance—based rule converges with Millbernpetence-
based grammar because both aim to model linear orders abdvaraund
the production threshold.

Where on the grammaticality continuum should we place thasds of
Keller's experiments? While high—grammaticality claugegubitably ex-
ceed the production threshold, those with medium-rangewmgrammati-
cality ratings most probably are subthreshold. If so, threyexpected to have
zero corpus frequencies. At any rate, a positive corrgldbetween gram-
maticality and frequency may exist only for structures wjtammaticality
ratings above the production threshold.
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Apparently, “graded grammaticality” should be distindigd from
“graded ungrammaticality”. Keller’s rating data probaklgm in part from
the latter domain, and the model he proposes aims to accotrdnty for
graded grammaticality but also for graded ungrammaticalih contrast,
Muller's grammar, like our production—based rule, onlyes graded gram-
maticality, i.e. the range of grammaticality ratings abawe around the pro-
duction threshold. The domain of grammaticality judgmehgg constitutes
the empirical basis for Miller's grammar, therefore différom that investi-
gated by Keller. This, in turn, implies that Keller's datadathe conclusions
drawn from it (e.g., the relative strengths of constrainiist@rough C3 in
Section 1), should not be used directly to evaluate Midlgrammar. The
two empirical domains overlap only in part.

We conclude this Section with two remarks relating to Miglgrammar.
First, while our approach is puretjescriptive his grammar caexplainim-
portant facts. For instance, we did no more than observetlieaprimary
position of the full Subject NP follows rather than precegesnouns in the
Wackernagel position. Muller's grammar is superior intthénks this prop-
erty to other parts of the grammar. (For details we referd¢@hicle.) Second,
we propose to follow Miller (1999; endnote 11) in the treainof “strong”
pronominal arguments, that is, those carrying sentencenaas preceded
by adverbs such amuch‘also’, selbst'even’, nur ‘only’, etc. They function
as full NPs and can occupy positions in the post-Wackernaggbn of the
midfield and be subject to scrambling.

8 Summary and conclusion

We presented the results of several corpus studies intoréggidncies of
argument NP orders in the midfield of subordinate and maunsels. of Ger-
man. In both the written and the spoken corpora, the amouatgafment
order variation appeared to be relatively small. We devéseather restrictive
“production—based linearization rule” that describesatikeially observed or-
derings. Comparison of the corpus frequencies and the gadicatity values
from Keller’'s (2000) study revealed a systematic discrepathe assignment
of medium-range grammaticality scores to quite a few arguiroederings
with zero frequencies in the corpora.

In order to explain the frequency—grammaticality discrelyawe posited
three hypotheses:

e The strict production—based linearization rule (or a madm yield-
ing equivalent output) is causally involved in, and corissagram-
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matical encoding during spoken and written sentence ptiuc

e The grammaticality raters in Keller's study estimated therage sim-
ilarity between the to—be—judged argument ordering andther(s)
licensed by the strict linearization rule.

e The grammaticality continuum specifies a critical valudschthe “pro-
duction threshold”. Structures with grammaticality vawbove this
threshold will occur in corpora with moderate—to—high fregcies.
Structures with grammaticality scores in the neighborhobthe pro-
duction threshold, will have zero or, at best, very low freacies —
they are “marked”. Structures with even lower grammatigaktings
are only generated in case of malfunction of the grammagicebder.

We show that these assumptions, in addition to accountimgtHe
frequency—grammaticality discrepancy, also help to k&sdhe seeming
contradiction between strict and more lenient linguisficdgment—based)
rule/constraint systems for the linear order of argumens MRhe midfield
of German main and subordinate clauses, in particular the mtween
Muller (1999) and Keller (2000).
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Notes

1 The corpus was accessed at URL
http://www.ims.uni-stuttgart.de/projekte/verbmobilélogs/
and explored by means of the on—line search tool made ala#althe website.
In writing the search patterns we heavily used the partyefesh (PoS) tags
included in the transcriptions. No other grammatical aatiohs are available.
As the dialogues had been recorded with several differgetstyf microphones,
many dialogue turns occur more than once, although wittewdifit codes. We
eliminated such duplications before estimating the cofpreuencies.



Grammaticality ratings and corpus frequencieks9

2 Therule allows only 15 out of 48 logically possible ditraive permutations of
a full or pronominal subject, a ditto direct object and adlittdirect object. In
addition, it licenses 5 monotransitive and 6 intransitikguanent NP orders.

3 In order to enable the reader to judge the (un—)markedridlse oule-violating
orderings in Table 3, we list here the complete sentencethegwith some pre-
ceding context. (In the VERBMOBIL corpus, the accessibletegt is restricted
to the current dialogue turn.)

(2-N) In den Ferien bietet sich dazu die Gelegenheit. Diedrii der Limess-
chule, Karola Kofler, stellte auf Anfrage klar, dalR sie gebhetorden sei, die
Eltern nicht zu informieren, da diese Aufgabe der Landrétistdibernehmen
wolle.

(2-T) Der Andrang ist betrachtlich. Seit das diezte in der Heimat wissen,
ist dem einen oder anderen Befragungsbogen, den die Beténder Beginn
der Reise Uber ihren Gesundheitszustand ausfullennasgessen, nicht mehr
100prozentig zu trauen.

(3-T) Die Parteien haben sich wie folgt geeinigt: 1. Dibergangszeit dauert
zwolf Monate und kann einmalig um ein weiteres Jahre weydit werden, sofern
dies eine der Seiten wiinscht.

(4-T) 1967, als er im iraelisch—arabischen ‘Blitzkrieg"edpalastinensische
Westhalfte seines “Reiches” einschlie3lich der Altstaoih Jerusalem verlor,
und im “Schwarzen September” 1970, wahrend des beinaliehtén Sturmes
der PLO-Fedajiin auf die jordanische Monarchie. Wenn Fdewie Feind nun
eine Frage bewegte, dann war es die um den GesundheitsrdssNonarchen
und um das Schicksal Jordaniens, wenn er einmal abgetmEtewisd.

(5-V) ja, dem steht nichts entgegen, weil das ja die Firragtirdie Kosten.
(6-V) da wirde ich sagen, entscheiden wir uns doch fir dstee Advent, weil
den Totensonntag ich nicht fur sehr geeignet halte.

(7-V) gut, nachdem sich es ja hur um eine kurze Besprechumdghiadenke ich,
dafRd uns eine Stunde reichen wird. also machen wir Montagelfdris zwolf
sowas. Montag, der fiinfte April dann.

(8-V) guten Tag, Frau Diesner. ich habe Sie vorhin angerufex ich wollte,
dald wir Angesicht zu Angesicht einen Termin ausmachen. wibdsich es um
ein funftagiges Arbeitstreffen in der FilialkGT Rin Bonn handelt, dachte ich
mir, ist am besten, wir sitzen uns hier gegeniiber. und idie haeinen Ter-
minkalender mitgebracht und vielleicht kbnnten Sie daookien, wie es bei
Ihnen aussieht .

(9-T) Hatte Fabian als Textgrundlage seiner nur schwer ahiffeerenden
Bilderwelt einen eigenen Text mit dem vielsagenden Tited Diasichtbare Genie
geschrieben, so blieben in Thomas Roths Experiment nue diestsplitter aus
dem Original Uibrig: “Wenn er der Pest nicht schleunig urtsefdt, ... so steigt
der Leiche eines ganzen Volkes dies Land , ein Grabeshdgefer See”.
(10-T) Der Megatrend der Medienentwicklung beschaftidie meisten Ref-
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erenten und Teilnehmer. Hauke Brunkhorst warnte vor kpéssimistischer
Aufgeregtheit — angefangen mit Musik und Theater bis zurerivt werde je-
dem Medium unterstellt, daf3 es den Menschen sich selbsesmdé.

(11-V) ja, sollen wir uns dann vielleicht dariiber jetztenttalten, damit wir den
Flug uns danach einrichten kdnnen?

(12-V) ja, auf jeden Fall. mdchte auch so ein bilRchen wasH@amnover sehen,
dafd wir vielleicht auch ein paar Sehenswirdigkeiten usslzeuen, wirde ich
sagen? wenn Sie da Interesse dran haben?

(13-V) ja, also, eine Woche mufite drin sein. ich wirde eolagen daf? wir also,
daf wir die achtunddrei3igste Woche uns dafiir ausgucken.

(14-V) daR wir Donnerstag vormittag einfach uns vornehmjn.das das ist
prima.

(15-V) wenn wir schon so viel uns anschauen.

(16-V) ach, wenn ich mir es so recht Uberlege, ware der Saplieber.

(17-V) obwohl, wenn Sie uns sie zuschicken kdnnten, warehanicht so
schlecht.

4 Note that only a subset of the ditransitive clauses consitlim Section 2 (cf.
Tables 1 and 2) were included in Figures 2 and 3: EspeciallydvVERBMOBIL
dialogues, quite a few clauses contain more than one provaiaigument NP.

5 A second, less salient discrepancy concerns the dithangdmily members
whose ordering pattern complies with the production—bédisedrization rule,
i.e., the pairs to the left of the thick vertical lines in Figa 2 and 3: The mem-
ber with the highest grammaticality rating does not alwaggetthe highest fre-
quency. Instead, the most frequent one tends to be the “prinsadering in
the production—based rule. The only exception seems toeb{Stp, O family,
where the two orderings left of the vertical line have neabntical frequency
scores. However, in the midfield ofainclauses in the written corpora, the high-
est frequency score is obtained by the ordering whose graicatity rating is
second best, i.e. bp—S—O— also the “primary” one. We will not discuss this
phenomenon any further here, except for noting that thigueacy pattern is a
second reason, in addition to the one mentioned at the enéatio8 3, why
the ordering Sp—Op—Ip—S—1-0 deserves the appellatiomgny” for transitive
clauses.

For the sake of completeness, we list here the frequencthe ofdering patterns
in the main clauses from NEGRA-II and TIGER:

Ditransitives: SIO: 56; SOI: 4; SpOIl: 1; SplO: 18; SIpO 8; PH9; SOpl: 2;
OpSl: 12; OplS: 4. This sums up to 164 clauses for the fouadditive families.
In addition, we found 39 clauses with two or three pronomémglments.

The mono-transitives yielded the following frequencie®: $415; OS: 14; SpO:
487; SOp: 31; OpS: 580; SpOp: 89.
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