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ABSTRACT - In a §0,000-word corpus of spoken British English the occurmence of words
embedded within other words is reported. Within-word embedding in this real speech sampie is
common, and analogous to the extent of embedding observed in the vocabulary. imposition of &
syflable boundary matching constraint reduces but by no means eliminates spurious embedding.
Embedded words are most lkely 10 overiap with the beginning of matrix words, and thus may pose
serious problems for speech recognisers.

INTRODUCTION

The efficiency of spoken word recognition depends upon, among other faciors, the paltem of occurmence
of words within other worda. Consider, for exampie, the word candiestick. This is & compound word made
up of candle and stick. But candie lisell contains can as its first syllable, and can is itself an English word.
if a recognition system processes input In strictly left-10-right sequence, then the first word R encounters
In candiesticicwill be can. The onset of a new word wouid then be erronecusily postulated at the /. Sinoce
this is not in fact a new word, a2 the very least some backiracking is required. Beginning agein from the
onset of candlestick. the next word encountered after can ls canned, which is again not in fact present; yet
another sttempt would produce as the next candidate (for speskers of a non-rhotic dialect) candowr, and
cancle wouid appear only on the fourth attiempt. ¥ within-word embedding occurs 10 & considenable degres,
it could in principie be causing continued problems for recognition systems.

Thus K is important, both tor theories of human spoken-word recognition and for practical implementation
of automalic recogniéon systems using reaiisiic vocabuiaries, to know how large the problem of embedding
actuslly is. Statisical analyses of actuel vocabuleries have been conducted % this end. For exampie,
McQueen and Cutier (1992) analysed the vocsbulary of English, using a 25,000-word phonetically
transcribed isdoon based on the Longman Dictionary of Contemporary English. Their resuits showed that
embedding within the English vocahulery is very widespread. Even counting ordy smbedded words whoee
sylable boundaries matched thoese of the matrix word (thus for example, can in candile but not In scands),
2 majority of polysyliabic words contained other words embedded within them. Morsover, smbedding was
most frequent in word-initial position. Just the number of monosyliabic words forming the first syliable of
longer words amounted 0 94% of all the analysed words (nots that homophony resulted in some inttial
syliables contributing more than one word embedded in the same position).

An analysis of the Dutch vocabulary by Frauenteider (1991) yleided highly comparable results. Along
similer Ines, Luce (19686) computed that most short words in English do not become unique until at or after
mmumo)ycwwpmmwmmmmmmmmnmmmam
canteloupe eic.).

Rt is therefore clear that within the vocabulary, embedding is substantial enough % constitute a potentiad
problem for recognition systems. Neediess % say, however, vocabulary studies can only provide a very
rough indication of the size of the problem in real speech. R is not the case that every word in the
vocabulary has an equal chance of being encountered in reel speech. Rt could, for instance, be the cese
mmmmmsmmmulnmmmm.md-mmmmm
spoken language. In this case the problem of embedding may not be substantisi enough o cause concem
In most everyday recognition sitsstions. Furthermore, it could be the case that other sources of Information
act to minimize the problems for processing caused by embedding; for instance, a majority of smbedded
words could be morphoiogically related 10 their matrices (1.8, couki be stems within affixed matrices), In
Mmmdmmmmmmmwmwmm
of the matrix word would. These issues were add d in the p project, which is as far as we know
mﬁmmlmhmdeWMnmmmlmdndw.
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THE MARSEC CORPUS

The Spoken English Corpus (SEC) s about 50,000 words of spoken British English, mostly taken from radio
broadcasts. mwpmmmwlnmnm.mbymoummumwmmux
Scientific Contre; the initial SEC was tranacribed and prosodically annotated. A machine-readable version
of the SEC, called MARSEC (Roach, Knowies, Varadl & Amfleld, in press), was created in 1991-3via a
collaboration between the University of Leeds and the University of Lancaster. The material exists as
speech files on CO-ROM, keyed to orthographic, phonemic and prosodic transcriptions. MARSEC was
the corpus used in the present study.

ANALYSES

We construcied a dictionary of all the words (7304 word types) occurting In MARSEC, with the

of their occurrence in this corpus (a total of 49260 tokens), and searched this dictionary for within-word
occurrences of all English words iisted in the CELEX lexical databese (Baayen, Plepenbrock & van Riin,
1993). As CELEX and MARSEC do not use the same phonemic transcriptions, it was further necessary
1o construct a mapping between these transcriptions. For both smbedded and matrix words, homophones
were collapsed, and all muli-word entries (such as able-bodled seaman) were removed from consideration.
For 948 of the word types in MARSEC (13%), no corresponding entry in CELEX was avaiiable. Mare than
75% of these words were non-English words (e.g. Tagebiatl), numbers (e.g. 1893), acronyms (e.g. PLO),
or proper names (e.g. Lebniz).

Two sets of analyses were carried out. in one, we counted any embedded word irrsepective of syliable
boundary placement (thus, can and canned and candour and candle would be found in scanda)); this we
call the "phoneme analysis™. Singie-phoneme words (2121 tokens, amounting to 4.3% of the corpus total
of 46260 analysed tokens), were exciuded from this analysis, since no embedded words could by definition
be found within them. In the second analysis, we counted, foliowing McQueen and Cutier (1992), only
embedded words whose syllable boundasies meiched those of the matrix word (thus, can wouid be found
in candour and candie but not in cant or scan or scandal). From this “syliable analysis® we exciuded
monosyliabic words (32839 tokens, amounting to 67% of the corpus total). Syitable boundary information
was extracted where possible from the CELEX databass; the 948 non-CELEX words were syiiabified by
hand.

‘We also investigatad the extent 1o which embedded words are In fact morphologically legal constituents (in
the firstinstance, stems) of their matrix word. Here we made use of the information in CELEX conceming
the inflectionai and derivational properties of words. These analyses omitted the 948 non-CELEX words,
most of which were in any case inappropriate for an analysis based on English morphology.

Note that none of the analyses we performed s able to yield an exact sssessment of the embedding
problem for & recogniser. For example, ¥ we assume that aliophonic variation due 0 syllable structure
factors is indesd taken into account in recognition, 30 that, for example, can is sffectively not present in
‘scan becaiine after /3/ the phoneme A/ is not reisesed s t wouid be in syabie-initial position, then we have
'als0 10 reckon with the possibliity that such information might aiso mislead; thus voiceless stops after /8/

instance, candlie might in principle be found in pecan delight. Further analyses of the MARSEC corpus will
attempt t0 address such more compiex issues; the present analyses were restricted to within-word
embeddings, and attempted first to compare the frequency of within-word embedding in a real-speech
corpus with the frequencies aiready established for the vocabulary as a whole.

RESULTS

For the phoneme-based analysis of all words longer than just one phoneme, only 7.7% of word tokens
(3643 wkens) contained no embedded words; 40.3% (19013 tokens) contained a single embedded word;
and 52% (24492 tokens) contained two or more embedded words. For the syltable-based analysis of
Ppolysylabic words, 28.9% (4741 tokens) contained no embedded words; 43.6% (7168 tokens) contained
a single embedded word; and 27.5% (4521 tokens) contained two or more smbedded words.



Thus only a minority of words were free from embeddings; and sytiable boundary constraints, aithough of

course they rule out the possibility of embedding within monosyliabic words, by no means remove the
_ problem for polysyllabic words. R Is thersfore ciear that embedding is riot a problem confined to the less

common portion of the English vocabulary; it occurs very frequently In this corpus of real speech.

We next consider the question of where words are embedded within their matrices - at the beginning (can
in cant), middie (can in scanf) or end (can in scan). Figure 1 shows, for both phoneme and syllable
analyses, the frequency of occurrence in MARSEC word types of embedded words as a function of the
position in the matrix word at which the embedded word occurs. In this computation we also compared
frequency of embedding both with and without a morphological constraint. Rk can be seen that in
both phoneme and syliable analyses there is a very strong tendency for the embedded word to occur early
in the matrix word, Le. ¥ overiap from the first phoneme or syltabie respectively. Exciuding embedded
words which are morphological stems of their matrix words (the filed circles in Figure 1) makes virtually no
difference to the shape of the curve; only In the initial position is there even a noticeable difference. This
. difference arises as a result of exciuding suffixed words such as argument embedded in arguments or
canin canned. However even when thess morphologically reiated embeddings are excluded, overiap from
initial position remains far and away the modal case.
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Figure 1. Number of embedded words as a function of the position in matrix word types at
which the embedded word occurs for phoneme-based (left) and syliable-based (right)
analyses. The analyses in which all embedded words are counted imespective of possible
momwmmmmnumlm The analyses in which

morphological constituents are not counted as embedded words are represented by filled
dircies not connected by ines.
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Naturally, the distribution of word lengths is not uniform within the corpus; thers are more shorter words and
fower longer words. Thus it is reasonable to ask whether the skewed distribution of embedding position
{more lkely at the beginning than at the end of matrix words) might at least in part be due to asymmetries
in the word length distribution. To answer this question, we computed the number of embedded words as
a function simuktaneously of position in the matrix word and length of matrix word. Figure 2 shows the
results of this analysis in a three-dimensional representation, again for the phoneme and the syliable
analysis separately. & can be seen that the trend fowards embedding being most tkely in the early positions
is present for matrix words of all lengths independently - imespective of matrix word length, the highest point
in the position curve is aiways at the early positions. Thus this trend is not the trivial consequence of the
fact that there are fewer possibilties of later-position embeddings, given that many shorter matrix words
have fewer later positions; it is generally true for the words in this natural corpus.

Further analyses show that there is an unsurprising effect of word length on the frequency of embedding:
the mean number of embeddings increases with the length of the matrix word. This function is remarkably
lnear - adding one more phoneme 10 the matrix word increases the mean number of embeddings by about
0.9. Words of two phonemes have, on average, one embedded word, while those tweive phonemes in
length have, on average, ten embeddings. Even after exciuding single-phoneme embedded words the
number of embeddings remains high (for exampie, matrix words tweive phonemes in length stil contain,
on average, seven embedded words). Thus the high proportions of embeddings which we cbserve are not
simply due to, for exampie, every occurrence of the phoneme schwa being counted as the word a
Although there are many such singie-phonems embeddings, words with such embeddings aimost aiways
have other embeddings.

CONCLUSION
Firstly, our analyses have revealed that within-word embedding occurs very often in real speech; [tis not
vocabuiary.

extensive embedding, matching syliable boundaries of the matrix, within polysyliabic words.

Theee findings have far-reaching implications for modeils of human speech recognition and for application
of sutomatic speech recognition 10 rea! speech input. Above all, the high frequency of embedding in the
inflal portions of matrix words meens that a recogniser cannot assume that the first word it encounters in
a sequental input is indeed the iflended word. Furthenmons, the possibility of cross-boundary smbeddings
in continuous speech can only heighten the problem. Stiictly sequential models of recognition (such as,
in psycholinguistics, those proposed by Cole and Jakimik { 1978] or Marsien-Wiilson and Weish {1978]) are
therefore uniikely to give an adequate account of spsech recognition.

More recent models of human speech recognition (e.g. the TRACE model of McCielland and Eiman (10086],
or Norris' SHORTUIST [1994]) postuiate a process of competition between candidate words.

allows the recogniser 10 solve the problem posed by embedding in the following way: ail words compatible
with the input - intended matrix words and spurious embeddings alike - will be activated, and will compete
with one another, until the competition process is won by any sequence of words which (presumsbly
uniquely) accounts for the entire input Experimental evidence now supports the presence of
acive competition between candidate words in human spoken-word recognition (McQueen, Norris & Cutier,
1994; Norris, McQueen, & Cutier, in press; Vroomen & de Geider, in press).



both strong-initisl and weak-inital matrix words contain masty embeddings, but embeddings in early position
in weak-nital words are more ikely o be function words.) In human speech recognition,
competiion processes operate in tandem with exploitation of metrical structure (McQueen, Norris & Cuter,
1994; Norris, McQueen, & Cutier, in press). We would argue that our findings, suggesting that
within-word embedding is widespread In real speech input, strengthen the case for a solution of this kind
to the recogniser's problem of assigning speech input correctly o the intended sequence of words.
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